




FROM THE DESK OF THE EDITOR……

Public–private partnerships should not be seen as public partnerships and private projects. They should 
rather be viewed as private partnerships and public projects.

—Dr Montek Singh Ahluwalia, Deputy Chairman, Planning Commission, Govt. of India

India is a vast country with abundant natural resources including the second largest population in the 
world. To constantly keep pace with the ever-growing requirements and needs of its people and to sustain 
its position as one of the fastest growing economies in the world, India has to keep up the momentum 
of all-round development especially for its infrastructural sector. The Public- Private Partnership (PPP) as 
the model that can effectively and efficiently contribute to the massive requirements of Indian economy 
and its people as PPP combines the vast governmental machinery and extensive organizational scope of 
public sector with corporate acumen, professional expertise, advanced technology and exposure to best 
practices of private sector which provides synergistic optimization of resources at all levels and results in 
faster and better output to drive up economic development.

Public-Private Partnership has gone through the initial testing phase and the above enumerated successful 
projects are a testimony to its validity, reliability, viability and suitability to Indian business environment. Scores 
of new projects coming up all over India is an indication of its widespread acceptability and value-addition 
utility. Though it does have some negative points like project cost over run or acrimonious negotiations 
or lack of autonomy private players may carp about. But overall the positive factors and strengths of 
PPP model like, optimization of resources, professional decisions, application of latest technology, easy 
access to capital, employment creation, faster completion of projects, superior value delivery to users and 
consumers and most of all smoother and faster development of infrastructure, which is essential if India 
is keen to succeed China as the fastest developing economy in the near future, makes PPP one of the 
preferred vehicles of India’s future economic growth and development.

The present issue includes the papers from various facets of management, which covers an arena over 
finance, Retail, HR Productivity, Social media and Innovation etc.

I would like to extend my sincere thanks towards all who have contributed qualitative and informative 
research papers. I would like to express my heartfelt gratitude to our reviewers who contributed immensely 
in making this issue of SAARANSH a comprehensive and resourceful journal.

Dr Arvind Singh
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INTRODUCTION

Cash is the most important current assets for  
smooth operation of a business. Cash is the  
basic input needed to keep the business running 

on a continuous basis; it is also the ultimate output 
expected to be realized by selling the service or 
product manufactured by a firm. A firm should keep 
sufficient cash neither more nor less. Cash shortage 
will disrupt the firm's manufacturing operation, while 
excessive cash will simply remain idle contributing 
anything towards the firm's profitability. Cash is the 
money which a firm can disburse immediately without 
any  restrictions. Cash is the currency and coin that 
a firm has on hand in petty cash drawers, in cash 
registers, or in checking accounts at the various 
commercial banks where its demand deposits are 
maintained. Sometimes near-cash items such as 
marketable securities or bank time deposits are also 
included in cash. Cash management is concerned 
with minimizing unproductive cash balance, investing 
temporarily excessive cash advantageously, and 
making the best possible arrangements for meeting 
expected and unexpected demands on the firm's 
cash. It involves managing cash flows in-and-out 
of the firm, cash flow within the firm and cash 
balances held by the firm at a point of time. Cash 
management must be thought of in terms of over-
all liquidity needs of the firm, specifically its current 
assets and liabilities. In order to reduce the influence 
of uncertainties with regard to cash needs and to 
ensure adequate liquidity, firms have to gauge the 
need for protective liquidity. The efforts involved for 
this purpose usually take the form of:

	 1.	 Explicit identification of the kinds of contingencies 
against which  protection is desirable.

	 2.	 Assessment of the probabilities or odds that 
each of these will develop within a period in 
future, such as 5 years.

	 3.	 Assessment of the probabilities of developments 
that will create cash drain at the same time.

Cash management is also important because cash 
constitutes the smallest  portion of the total current 
assets. Yet management's considerable time is 

devoted in managing it. An obvious aim of a firm 
is to manage its cash affairs in such a way as to 
keep cash balances at a minimum level and to invest 
the released cash funds in profitable opportunities. 
Holding of cash has implicit cost in the form of 
opportunity cost. A financial manager has to adhere 
to the five R's of money management.

These are:

	 1.	 The right quality of money for liquidity 
considerations;

	 2.	 The right quantity whether owned or borrowed;

	 3.	 The right time to pressure solvency;

	 4.	 The right source;

	 5.	 The right cost of capital which the organization 
can afford to pay.

CONTROL OF CASH
There are five approaches for effective control of 
cash:

	 1.	 Exploitation of techniques of cash mobilization 
to reduce operating requirements of cash.

	 2.	 More efforts to increase the precision and 
reliability of cash flow forecasting.

	 3.	 Maximum efforts to define and quantify the 
liquidity reserve needs of the firm.

	 4.	 The development of alternative sources of 
liquidity.

	 5.	 Aggressive search for more productive uses 
of surplus money assets.

RESEARCH METHODOLOGY:
I have taken 40 selected small scale industries 
inventories data for the year 2005 to 2009. Primary 
and secondary data is opted from its annual 
publication, and manually verification through interview 
techniques for this research paper. Data is available 
at Anand & Baroda districts level (Gujarat) for 
hypotheses testing I have used Statistics tools for 
the same. The selected sample or unit is of the 
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study is all the leading industries which are working 
in small scale sector. The following selected small 
scale industries which give the pictures of Anand 
& Baroda districts level (Gujarat) have been taken 
for the study.
Selected unites for the Study:  Engineering 
industries (E), Plastics industries (P), Chemical 
industries(C), Textile industries (T), Furniture industries 
(F) and Miscellaneous industries (M)

ADEQUACY OF CASH 
In planning the management of cash, the two 
objectives of financial management - liquidity and 
profitability are kept in mind. Though the cash 
balance must be adequate to meet obligations in right 
time, a large cash reserve may be wasteful since 
these funds may be better employed, elsewhere. 
But the loss of liquidity also causes the problem 

of profitability of the firm. The industries may not 
only lose cash discounts but also fail to have better 
purchase terms from the suppliers. One of the 
important jobs of the finance manager is to maintain 
sufficient liquidity to enable the firm to pay off its 
obligations when they fall due. To test an industries 
liquidity and solvency the commonly used ratios are 
current and quick ratios. Traditionally, 2:1 current 
ratio and 1:1 quick ratio are taken as satisfactory 
standards for the purpose. The former indicates 
the extent of the soundness of the current financial 
position of a firm and the degree of safety provided 
to the creditors, the latter signifies the ability of a 
firm to settle its current obligations on a particular 
date. This ability of a industries is indicative of its 
strong liquid position.
Position of CURRENT RATIO in selected small 
scale industries of Anand & Baroda districts 
are given below:

Table No.1: Current Ratio for 40 Units

YEARS 	 E 	 P 	 C 	 T 	 F 	 MIS 	 TREND

2005	 2.4 	 1.4 	 1.6 	 1.6 	 1.21 	 1.21 	 1.74
2006 	 2.0 	 1.1 	 1.2 	 1.95 	 1.00 	 1.30 	 1.43
2007 	 2.05 	 1.6 	 1.19 	 1.79 	 1.72 	 1.24 	 1.60
2008 	 2.6 	 0.7 	 1.08 	 1.82 	 1.11 	 1.19 	 1.42
2009 	 1.9 	 1.2 	 1.45 	 1.48 	 1.50 	 1.50 	 1.46
Average 	 2.19 	 1.2 	 1.30 	 1.86 	 1.39 	 1.23	

The above table shows that the current ratio in all 
the years for all the industry groups taken together 
varies from 1.42 to 1.74. The trend of the industry 
is in a decreasing trend. And the average of the 
industries is also is in a decreasing trend. This 
indicates a worsening solvency position. And the 
industries are operating on high risk factor. Under 
pressure of payment of current liabilities, they 
will be weak and vulnerable. In the engineering 
industries group the ratio exceeded the standard 
limit of 2 but showed a decreasing trend. In plastic 
industries the ratios was below 1:1. This means that 
the industry financed major portion of their current 
assets through current liabilities. The textile units 
showed the downward tendency of current over the 

years under study. The plastic industry showed lower 
current ratio. A high current ratio in engineering units 
indicates that some funds are lying idle. In short, 
the low current ratio in the industries shows that 
their liquid resources are below the standard norms.

HYPOTHESIS TESTING
H0 There would be no significant difference in the 
current ratio of selected small scale industries of 
Anand & Baroda district during the period of the study.
H1 There would be significant difference in the 
current ratio of selected small scale industries of 
Anand & Baroda districts during the period of the 
study.

Table No.2 ANOVA ANALYSIS
Current Ratio

Source of Variation	 SS 	 df	 MS	 F	 F crit

Between Groups	 4.075337	 5	 0.815067	 11.44356	 2.620654

Within Groups	 1.7094	 24	 0.071225		

Total	 5.784737	 29			 
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RESULT OF HYPOTHESIS:
The above table indicates the calculated value of 
'F'. The calculated value of 'F' is 11.44 which is 
more than the table value of 'F'. The table value of 
'F' at 5% level of significance is 2.620. It indicated 
that the null hypothesis is rejected and alternative 
hypothesis is accepted. So, it indicates that there is 
a significant difference in the current ratio of selected 
small scale industries of Anand & Baroda districts.

PART-III: CONCLUSION:
The selected industries were found that current 

ratio much below the standard and that too with a 
declining trend. In the engineering industries group 
the ratio exceeded the standard limit of 2 but showed 
a decreasing trend. In plastic industries the ratios 
was below 1:1. This means that the industry financed 
major portion of their current assets through current 
liabilities. The textile units showed the downward 
tendency of current over the years under study. The 
plastic industry showed lower current ratio. A high 
current ratio in engineering units indicates that some 
funds are lying idle. In short, the low current ratio 
in the industries shows that their liquid resources 
are below the standard norms.
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INTRODUCTION
The Public Affairs Council 2012 pulse survey 
showed that a strong majority of Americans not only 
desired, but expected companies to be involved in 
improving communities (http://pac.org/pulse/).That is 
why increasingly global corporations are rethinking 
their approach to corporate responsibility, evolving 
toward a model in which traditional donations are 
supplemented by innovative programs and initiatives 
that tap into the core strengths of the business. 
Marketing communication and promotion with a 
social dimension is a response to the consumer 
expectation of corporate philanthropy. The increasing 
importance of Cause Related Marketing (CRM) is 
an integration of philanthropy in marketing strategy.
CRM is defined as a strategy developed by the 
organization in supporting a cause self or through 
nonprofit organization with creation of a fund when a 
customer participates in revenue generating activities 
of the firm (XX). Cause-related marketing (CRM) is 
a partnership between a commercial enterprise and 
a not-for-profit organization in which the business 
entity uses the name and logo of the not-for-profit 
agency in advertising and selling its products, and 
pays the not-for-profit for the right to do that. This 
type of marketing has the potential to raise significant 
funds for not-for-profit work, and to increase bottom-
line profits for businesses.CRM is becoming popular 

in response to its success in enhancing the brand 
image in the public and customers.

However, the success of cause related marketing is 
critical to the organization, the company should ensure 
that association with a not-for-profit organization will 
have a positive impact on the company's desired 
customer demographics and it should bolster or at 
least not alienate the company's customer base. 
Although one may expect that consumers would 
respond favorably when a brand engages in an 
alliance to raise money and awareness for a cause, 
it is often difficult to predict consumers' reactions to 
such marketing campaigns. In this regard, attribution 
of corporate motive is a factor influencing the success 
of CRM campaign (XX). It is understood from the 
literature that there are two possible ways in which 
a CRM association between the corporate and the 
not-for-profit may be looked at by the customers/ 
publics - corporate-centric motive or altruistic motive, 
i.e. with a profit motive or volunteer/out of interest 
(XX).Cause campaigns attributed as corporate-centric 
may hinder the success as skepticism creeps in, 
whereas, attribution of altruism enhances the long 
term image of the organization.

	 This study is taken up to identify the factors 
that influence the customer's perception of corporate 
motive of a CRM campaign. 

"Cause Related Marketing:  
A study On Corporate motive"

Kota Neela Mani Kanta*
Prof. D.V Ramana**

Prof. V. Mallikarjuna***

ABSTRACT
This paper is intended to understand the factors influencing the attribution of corporate motive, when a firm is 
associated to a cause or charity programme. The researcher feels that public's attribution of corporate motive 
is key to the success of cause related marketing. It is assumed that attribution of corporate motive can be 
categorized as altruistic and corporate centric motives. The public assuming cause related marketing campaign 
initiated by the company as corporate centric motive becomes negative to the company image rather than altruistic 
motive.In this regard the study has intended to explore the factors influencing the attribution of corporate motive. 
The study has been successful in understanding the relationship between the factors like longevity, congruence 
and quantity of purchase influencing corporate motive. This paper has given valuable insights on the variables 
of corporate motive.
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FACTORS AFFECTING CORPO-
RATE MOTIVE
Attribution theory addresses the processes by which 
individuals evaluate the motives of others and 
explains how these perceived motives influence 
subsequent attitudes and behavior. When consumers 
attribute marketing actions to firm-serving motivations, 
negative reactions to the sponsoring firms often 
ensue (Andreasen, 1996; Drumwright, 1996; Ellen, 
Gurin, 1987; Webb & Mohr, 1998). Although this 
effect is well documented, the process that produces 
these negative reactions is not completely clear. 
One explanation of this finding is that consumers 
use the existence of firm serving motives as a cue 
to their attitude toward the firm. Ellen et al. (2000) 
use attribution theory to explain how consumers 
evaluate companies' CRM campaigns. They state 
that consumers evaluate and respond to CRM 
campaigns by making inferences about company's 
underlying motives of engaging in such a campaign 
and argue that consumers respond more positively 
to CRM programs that are altruistically motivated.

This study has considered longevity, congruence 
and purchase quantity requirement as the variables 
which give a signal to the customers in perceiving 
the corporate motive as altruistic or corporate centric. 

CONGRUENCE
A company / brand may join with a cause based on 
its product offerings, market positioning, corporate / 
brand image, and target market. Congruence may 
be in terms of the brand's product and the issue 
that the cause supports, the brand and the cause 
targeting similar markets, or brand image associations. 
Consumers have some expectations of corporate 
social responsibility, in general, or expectation for 
specific cause. So, the consumer should perceive 
the company's participation in specific causes as 
volunteer rather than with some motive. Congruence 
is a perceived link between the cause and brand, 
this influences the attribution of corporate motive. 
If the consumers perceive congruency between 
corporate and the cause, it is attributed as altruistic 
motive rather than corporate centric motive.

However, support for congruency in cause brand 
alliance has not been explicit, so it is not enough 
to say consumers respond positively to congruent 
alliances because in some cases it has resulted 
in negative reactions to congruent alliances (Ellen, 
Mohr and Webb 2000, Mizerski and Sandler 2001). 
Menon and Kahn (2003) examined the importance of 
congruity in CRM compared to advocacy advertising 
and found it to be an important attribute in consumers' 

evaluation of corporate social responsibility. So it 
is prudent that congruence is not the only factor 
which influences the success of the campaign, 
having said that, we can't deny the significance of 
congruence in the success of CRM campaign. It is 
hypothesized that perceived congruence between 
the cause and the brand has positive influence 
on attribution of corporate motive as altruistic(H1a )

LONGEVITY
The antecedent, longevity, has also been frequently 
mentioned in the CRM literature as a means to more 
successful CRM relationships. Drumwright (1996) 
found that the longer a CRM campaign ran, the 
higher the perceived commitment of the firm, and 
the more successful the campaign. Additionally, she 
found that greater time commitment led to greater 
perceived balance between other-interested and 
self-interested motives. Associative learning theory 
provides theoretical support for the prediction that 
greater time commitment will lead to a stronger 
CRM partnership and thus influence the attribution of 
corporate motive to altruistic than self-centered.CRM 
partnerships that are consistently managed over the 
long-term should be more effective than one-time 
or short-term relationships. The length of time that 
a brand is involved with a charity is a measure of 
commitment by the brand to the charity. Therefore, it 
can be imagined that companies with strategic CRM 
campaigns are regarded as altruistically motivated 
than companies with tactical CRM program.

Till and Nowak (2000) suggests that the effectiveness 
of CRM program increases with its duration. 
Companies that consistently support a specific cause 
can benefit significantly in the long run (Welsh, 
1999). Varadarajan & Menon (1988) state that CRM 
campaign with a medium term to long term focus 
have a higher potential of increasing consumers' 
perceptions of company image. Moreover, advertising 
campaigns with social connotations are more likely 
to be successful with a longer time commitment 
(Drumwright, 1996). Based on these arguments, it 
is hypothesized that "longevity of the relationship 
between the corporate outfit and the non-profit 
organization will positively influence attribution 
of corporate motive(H2a).

THRESHOLD PURCHASE 
QUANTITY
We define threshold purchase quantity as the minimum 
quantity to be bought by the customer so that the 
company will donate to the cause. Generally to 
encourage consumers to buy more of their products, 
companies / retailers often reward customers for 

"Cause Related Marketing: A study On Corporate motive"

 Kota Neela Mani Kanta
 Prof. D.V Ramana**

 Prof. V. Mallikarjuna***
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purchasing more (e.g., sales promotions) and more 
often (e.g., loyalty programs), and it represents a 
feasible structural element for CRM. Some firms have 
structured CRM campaigns with minimum purchase 
quantity requirements. Varadarajan and Menon (1988) 
note that this phenomenon is consistent with the 
goals of CRM. But, there is risk that Consumers 
may infer that objective of CRM campaign is to 
motivate consumers to purchase more products to 
make more profit and such heightened requirements 
may elicit inferences of corporate-centric motives 
and may damage participation intentions.

Further, and consistent with persuasion theories 
(Campbell 1995; Campbell and Kirmani 2008; 
Friedstad and Wright 1994), higher quantities appear 
to be viewed as tactics that activate consumers' 
persuasion knowledge and prompt them to question 
the firm's true motives for the sponsorship of the 
nonprofit (J.A.G. Folse et al, 2010). Hence, the 
study intends to test the hypothesis absence of 
threshold purchase quantity in a CRM campaign 
will influence positively on the attribution of 
corporate motive(H3a).

RESEARCH METHODOLOGY
Experimental design of after only without control 
group is adopted with five experimental groups. The 
experimental groups were named as "V-ray Corp", 
"Indian Electronics", "db drive", "Bread India", and 
"Horse Breweries". These names are given after 
the company names adopted in the advertisement 
shown to the group. Advertisements were designed 

for each company pertaining to the CRM campaign 
associated by the company. The advertisement 
also gives the details of the nonprofit organization 
associated by the company. The experimental groups 
were presented with the brief outline of company 
profile, performance in the industry and the cause 
attributes supported by the company along with the 
advertisement depicting the CRM campaign.

Congruence

											           Corporate-centric
Longevity					       Corporate	     	     	 Motive
							           Motive
											           Altruistic Motive
Threshold Purchase Quantity			      

→
→

→

Fig 2: An advertisement of V-ray Corp shown to a group of respondents 
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A structured questionnaire is designed to elicit 
the responses from the 846 sample respondents 
belonging to different parts of India. The respondents 
were reached through selected members (research 
scholars, faculty members, working students), the 
questionnaires were sent to these members and 
after collecting the opinions of the respondents, the 
questionnaires were sent back to the researcher 
for further analysis. 

The questionnaire was designed to capture the 
perceptions of the respondents towards the variables-
congruence, longevity, threshold purchase quantity 
and corporate motive. The fit between company/ 
product and cause selected (congruence) for campaign 
is measured with items as "The idea that V-ray Corp 
donates books to children education", "I think that 
donation for primary education is relevant for V-ray 
Corp", "I think that supporting primary education is 
appropriate for V-ray Corp", "I think that V-ray Corp 
donating to education is a good match between 
the product and the cause". Response was sought 
on 7- point Likert scale from "strongly agree" to 
"strongly disagree". 

Longevity means duration of campaign continued by 
the company in supporting non-profit organization or 
some cause. This variable is treated as independent 
variable influencing corporate motive. This variable is 
measured using the following four semantic differential 
seven point scale items, "is not committed to/ is 
committed to charity", "has little invested in the charity/ 
has a lot invested in Charity", "is not interested in 
the charity / is interested in the Charity", "is giving 
a little to the charity / is giving a lot to the charity". 

Threshold purchase quantity here pertains to the 
requirement of certain minimum quantity to be 
purchased by the customer to participate in the cause 
campaign conducted by the company. It is assumed 
that absence of any threshold quantity of purchase 
will lead to attribution of altruistic motive rather than 
corporate motive. This variable is measured using 
the items "I would be willing to purchase the quantity 
required to participate in the campaign", "It doesn't 

matter to me about the quantity to be purchased 
for participating in the campaign", "It is important 
to me regarding the quantity of purchase even 
though the product makes me to involve in CRM 
campaign". Response is recorded on 7-point Likert 
scale from "strongly agree" to "strongly disagree". 

Corporate motive in supporting a charity or cause 
can be categorized as, either corporate centric 
motive or altruistic motive. This variable is measured 
with items adopted from Szykman, Bloom & 
Blazing (2004). Semantic differential scale with the 
following items "impure / pure", "unselfish / selfish", 
"caring / uncaring", "self-servicing / society-serving", 
"uninvolved/ involved", and "reactive / proactive" is 
presented to the respondents with seven points. 

ANALYSIS
846 respondents participated in the study from different 
regions of India, among the respondents 294(34.8%) 
are between 20-30 years, 368(43.5%) are between 31-
40 years, 109(13.0%) are between 51-60 years, and 
36(4.3%) are between 61 and above. 476 respondents 
are male and 370 respondents are female.

Table-1 details the means and skewness results 
for all the four variables - congruence, longevity, 
threshold purchase quantity and corporate motive. 
The means are observed to be above the average 
(3.5). The respondents have positive perception of 
congruence with a weighted mean of 5.02. The 
study has revealed a positive opinion on longevity 
with a weighted mean of 4.39. The respondents 
feel positive about the corporate motive behind the 
CRM campaign (wt mean= 4.27). The respondents 
are willing to fulfill the threshold quantity requirement 
to be associated to a cause(wt mean = 4.52).The 
normality of data is measured through skewness. A 
skewness value of between -1 to +1 is considered 
to be acceptable. For all the four variables skewness 
remained within the acceptable range and hence the 
data can be assumed to be symmetrically distributed.

Internal coherence of the items in each variable 

Table-1: Descriptive Statistics

Variable	 N	 Mean	   Std. 	  Skewness	  Internal Consistency
			   Deviation	
	 Statistic	 Statistic	 Statistic	 Statistic	 Std. 	 No.	 Cronbach's 
					     Error	 of Items	 Alpha

Perception of Congruence	 846	 5.0272	 1.83045	 -.803	 .350	 2	 .861
Longevity	 846	 4.3913	 1.48666	 -.295	 .350	 6	 .817
Corporate Motive	 846	 4.2790	 1.54002	 -.556	 .350	 4	 .893
Threshold Purchase Quantity	 846	 4.5217	 1.72226	 -.219	 .350	 3	 .949
Source: SPSS output

"Cause Related Marketing: A study On Corporate motive"

 Kota Neela Mani Kanta
 Prof. D.V Ramana**
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is assessed by Cronbach's alpha - a measure of 
internal consistency. The values of Cronbach's alpha 
are given in Table-1. Internal consistency among 
the items of different variables is found to be good.

HYPOTHESIS TESTING
H1a stated that when the alliance is perceived as 
congruent, corporate motive will be attributed as 

altruistic motive rather corporate centric motive. 
To test the hypothesis, the individual means 
of corporate motive were grouped according to 
Congruent respondents (N=631, Mean = 6.176) 
and incongruent respondents (N=215, Mean = 
2.5) subjects. Independent sample test is run, 
considering corporate motive as dependent variable 
and Perception of congruence: Congruent/Incongruent 
subjects as grouping variable

Table-2 : Effect of Congruence / Longevity on Corporate Motive

			   Corporate motive

		  N	 Mean	 Std. Deviation	 Std. Error Mean

Perception of congruence
(Grouping variable)	 Congruent	 631	 4.3883	 1.04112	 .04145

		  Incongruent	 215	 3.0884	 1.27733	 .08711

Longevity
(Grouping variable)	 High	 484	 4.3402	 1.21079	 .05504

		  Low	 362	 3.6768	 1.18251	 .06215

Source: SPSS output

Table-3: Results of Independent Samples t-Test 

		  Levene's Test for 
		  Equality of 
		  Variances		  t-test for Equality of Means

		  F	 Sig.	 t	 df	 Sig.	 Mean 	 Std. Error 	
						      (2-tailed)	 Difference	 Difference

Longevity	 Equal 
	 variances 
	 assumed	 11.031	 .001	 14.886	 844	 .020	 1.29990	 .08732

	 Equal 
	 variances 
	 not assumed			   13.475	 316.34	 .031	 1.29990	 .09647

Perception 	 Equal 
of 	 variances 
congruence	 assumed	 6.637	 .425	 7.964	 844	 .000	 .66342	 .08330

	 Equal 
	 variances 
	 not assumed			   7.991	 787.303	 .011	 .66342	 .08302

Source: SPSS output

As indicated in Table 4 & 5, the effect of perception 
of congruence on corporate motive is significant (F = 
11.031; p- value = .001) thus supporting H1. Since, 
the group with higher mean represents altruistic 
motive (positive motive) and lower mean represents 
corporate centric motive, It indicates that congruence 
has positive influence on corporate motive (Mean 
=4.388) whereas incongruence makes customer to 
attribute corporate centric motive (Mean = 3.0884) 
to the CRM campaign.

To test the second hypothesis (H2), the individual 
means of corporate motive have been grouped 
based on individual means of perception of longevity. 
Longevity is classified as high(N=484, Mean= 5.35)/
low (N=362, Mean =3.23). Independent sample 
test has been run, considering corporate motive 
as a dependent variable and longevity as grouping 
variable. Results indicate that effect of longevity on 
corporate motive is significant (F = 6.637; p- value 
= .425) thus supporting H2a. 
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H3a stated the restriction on quantity of purchase 
has negative effect on corporate motive. To test the 
hypothesis correlation and regression are performed, 
taking corporate motive as dependent variable and 

quantity of purchase as independent variable. Table: 
8indicates strong, significant negative relationship 
between corporate motive and threshold quantity of 
purchase (Rho = -.713, p-value =.041) supporting H3a. 

Table-8: Correlation between Threshold Purchase Quantity and Corporate Motive

		  Quantity of Purchase	 Corporate Motive

Threshold Purchase Quantity	 Pearson Correlation	 1	 -.713**

	 Sig. (2-tailed)		  .041

	 N	 846	 846

** Correlation is significant at the 0.01 (1-tailed).

Source: SPSS output

Table-9: Regression Analysis of Threshold Purchase Quantity on Corporate Motive

				                           Change Statistics

Model	 R	 R	 Adjusted	 Std. Error of	 R Square	 F	 df1	 df2	 Sig. F
		  Square	 R Square	 the Estimate	 Change	 Change			   Change

1	 .713a	 .508	 .508	 .87135	 .508	 872.329	 1	 844	 021

a. Predictors: (Constant), Quantity of Purchase

Source: SPSS output

Table: 9 indicates quantity of purchase is able to 
explain 50.8% (R2= 0.508, p-value = .021) variance 
in the dependent variable Corporate motive.

	 The previous section has analyzed the results 
of the antecedents of corporate motive in isolation. 
In this section hierarchal regression is performed 
to understand the effect of antecedent variables 
in group on corporate motive. Corporate motive 

is taken as dependent variable whereas longevity, 
congruence and threshold purchase quantityare 
considered as independent variables. In the first model 
longevity is tested on corporate motive followed by 
longevity and congruence (Model 2) and longevity, 
congruence, threshold purchase quantity (Model 3). 
The results of the hierarchal regression are detailed in  
Table 10.

Table-10: Hierarchal Multiple Regression of Corporate Motive 

Predictor Variable	                          

	 Model 1	 Model 2	 Model 3	 R2	 R2

Model 1

L	 .501**	 .361**	 .157**	 .255	 .255

Model 2

CI		  .257**	 .180**	 .387	 .132

Model 3

TPQ			   .416*	 .610	 .223

L = longevity, CI = Congruence Importance and TPQ = Threshold purchase quantity.
Source: SPSS output

"Cause Related Marketing: A study On Corporate motive"

 Kota Neela Mani Kanta
 Prof. D.V Ramana**
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	 Longevity alone accounts for 25.5% of variance 
in corporate motive (R2=0.501, F=290.755, p=0.00).
Congruence and longevity both together are able 
to explain 38.7% of variance in corporate motive 
(R2=0.387, F=182.4, p=0.00). Longevity, congruence 
and threshold purchase quantity together are able 
to explain 61% of variance in corporate motive 
(R2=0.61, F=483.11, p=0.00). 

Discussion
It has been identified that good fit between the 
cause and the brand / corporate leads to attribution 
of altruistic motive for the CRM campaign and there 
by helps it to be successful. On the other hand a 
misfit can prompt the customers to view the CRM 
campaign as a mere marketing tool designed to 
achieve corporate-centric motive. This can be 
dangerous as the negative perceptions damage 
the brand/corporate image. In such a case a CRM 
campaign can prove to be disastrous for the firm. 
This research has once again highlighted the 
importance of choosing congruent partners, something 
that is not always discussed in the market place. 
This research emphasize on congruency between 
the partners. The marketer has to form partnership 
with the cause agents who are not only credible, 
but also increase the company image. The partner 
should be compatible with the company image. The 
partner should not pose any risks and threats to 
the company image in the future.

Moreover, a long-term CRM campaign positively 
influences the customer perception than a short-term 
one. The corporate should have strategic view in 
designing CRM campaign rather than short term 
or tactical view. Corporate should design the CRM 
campaign with some levels of commitment towards 
supporting the society even though the ultimate 
objective could be a profit motive. The campaign 
can fail if the approach is for the short duration. 
CRM campaign should not be viewed as an instant 
sales maker like sales promotion.

Further, it is better to design a CRM programme 
that doesn't necessitate the customer to buy more 
than what he/she usually buy in one instance as 
the stipulation of minimum purchase quantity affects 
the customer's perception of Company's motive 
behind the CRM campaign. It is evident that there 
is negative effect of quantity of purchase on the 
success of CRM campaign. The marketer should 
design the CRM campaign on simple terms without 
any tactics otherwise, this can increase the skepticism 
in the consumer about the campaign. 

So, corporate should exhibit reasonably long term 
commitments to a cause that better connects to its 
core business / markets / customers. Furthermore, 
the firms should refrain from keeping restriction on 
quantity of purchase to participate in CRM campaign.
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Group Dyanamics in Small Scale Industry of  
Uttar Pradesh: Issues That Affects in Long Run

Dr. Gaurav Sankalp

ABSTRACT
Groups are the vital part for completion of organizational objectives. Different types of groups are formed according 
to the nature of the job/work. In small scale industry, group hold a great importance; they facilitate proper and 
timely completion of task. There are numerous issues which are considered for the groups to work in long run. 
The present study highlights these factors and reflects their relation with the life span of groups.

Keywords: Group performance, Leadership, Reinvigorating, ANOVA
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INTRODUCTION
Groups are replacing individuals as the basic building 
blocks of organizations. Group is an association of 
two or more people who interact and influence each 
other: are mutually accountable for achieving common 
goals associated with organizational objectives, and 
perceive themselves as the social entity within an 
organization. All groups exist to fulfill some purpose, 
such as assembling a product, providing a service, 
designing and manufacturing, or making an important 
decision. Group members are held together by the 
inter dependence and need for collaboration to achieve 
common goals. All groups require some form of 
communication so members can coordinate and share 
common objectives. Group members also influence 
each other, although some members are more influential 
than others regarding the group's goals and activity. 

Small scale industry emphasizes more and more 
on working in groups. This enhances their efficiency 
as well as helps to finish their projects on time. A 
successful group will monitor its own effectiveness 
and progress. Any member of the group who 
observes that the group is under performing has 
the responsibility to bring it to the attention of the 
entire group so that appropriate action can be taken 
to correct the problem. Occasionally, there may 
be a member of the group who is not really there 
to advance the group's objective, but perhaps to 
advance his or her own individual objective. 

Small scale industries hold the core of the economy. 
There are more than 6,45,640 units which provides 
employment to 25,67,000 people and having initial 
investment of (7172.03 Rs Crore) 

Name of region Small Scale Industries

Number of Units Employment Investment in (Rs. Crore)

Bundelkhand
Central Region
Eastren Region
Western Region

35859
98524

170486
307469

106034
363243
613925

1312919

256.88
1381.02
1427.16
4106.97

Total 645640 2567000 7172.03

Source: Bi Annual Report on Cottage and small scale industry of Uttar Pradesh, NSSO 2011

There are several issues that affect the life span and 
working of groups. The three important one were 

	(a)	 Group performance
	(b)	 Leadership
	(c)	 Reinvigorating

The present paper is based on these three factors 
and assesses the impact of these factors on the 
life span of teams. 

Materials and Methods
The study was conducted to find the issues that 
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affect the group in the long run. The present study 
is an analytical and descriptive study based on the 
primary data. Questionnaire was the tool used for 
collection of data. Non probability convenient sampling 
was the sampling technique used as the employees 
in the population did not have predetermined chance 
of being selected as the sample subjects and as 
the data was collected conveniently accessible. The 
sample size was 126 employees working in the 
small scale industry and had worked in groups. For 
analyzing the data ANOVA (Analysis of Variance) 
Test was used. In this the coding method was 
applied for analysis. The coding method is based 
on the fact that the F - test statistic used in the 
analysis of variance is the ratio of variances without 
unit of variances.

Area of the study
The area of the study was restricted up to the 
boundaries of Uttar Pradesh. The fifth largest in 
area and largest in population.

Hypothesis
The hypothesis to be tested 

H0 - All three factors are equally important for the 
team in the long run.

H1- All three factors are not equally important for 
the team in the long run.

To test the significance of variation in the life span 
of teams due to factors a, b and c.

Exhibit 1

Factors 
Unit 

Group 
performance

Leadership Re 
invigorating

1
2
3
4
5

7
8
9
3
9

6
8
4
9
7

7
2
8
6
5

Exhibit 2

X1 X1
2 X2 X2

2 X3 X3
2

7
8
9
3
9

36

49
64
81
9

81
294

6
8
4
9
7

34

36
64
24
81
49

254

7
2
8
6
5

28

49
4

64
81
25

223

n = 3 with n1 = n1 = n2 = n3 = 3 and n = 15

Sum of observations of 3 factors  Sx1 + Sx1 + 
Sx3 = 98

CF = Correction Factor =
2 298

15
T
n  640.27

SST = Total of sum of the squares  Σ + Σ + Σ2 2 2
1 2 3( )x x x  

– CF

(294 + 254 + 223) – 640.27 = 130.73

SSTR = Sum of squares between the samples

 ΣΣ Σ
+ − 

 

22 2
31 2

1 2 3

( )( ) ( ) CFxx x
n n n

= 647.2 - 640.27 = 6.93

SSE = SST - SSTR = 130.73 – 6.93 = 123.8

df1 = 5 – 1 = 4 and df2 = 15 – 5 = 10 

Thus MSTR = 
1

SSTR
df  = 1.73

MSE = 
2

SSE
df

 = 12.38

Exhibit 3 ANOVA Table

Source of variation sum of squares Degree of Freedom Mean Squares Test Statistics

between Samples
Within Samples
Total

6.93
123.8

130.73

4
10
14

1.73
12.38

F = 1.73/12.38 = 0.14

Group Dyanamics in Small Scale Industry of Uttar Pradesh: 
Issues That Affects in Long Run

 Dr. Gaurav Sankalp
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The tabular value of F for = 4 and = 10 at = 0.05 
is 3.4780. since the calculated value of F = 0.14 
is less than its tabular value. Thus null hypothesis 
had been accepted

Discussion
The coding method of ANOVA shows that all three 
factors are equally important for the groups in the 
small scale industry to last long. The value of F = 
0.14 is less than its tabular value. 

Conclusion
Concluding that the study undertaken shows that 
issues for groups like performance, leadership and 
reinvigorating were equally important for teams to 
have long life span. All these factors contribute group 
in the long run. These factors provide a base on 
which groups can successfully perform. 'drawing a 
line in the sand2 is not the solution. Performance, 
leadership and reinvigorating combined together and 
results in 'bright button3' for small scale industry.
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2. When  you draw a line, you set out limits of what you find acceptable,beyond which you will not go.
3. Mean intellengent or smart person
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INTRODUCTION
Participative Management
The word 'Participation' means sharing the decision 
making power with lower ranks of the organization 
in an appropriate manner. Participative Management 
(PM) came into existence due to powerful social, 
cultural, political, economic and industrial pressures 
as well as due to a belief that participative 
management increases the productive efficiency, 
fosters industrial harmony and enriches human 
personality. Participative Management refers to as 
an open form of management where employees 
are actively involved in organization's decision 
making process. The concept is applied by the 
managers who understand the importance to human 
intellect and seek a strong relationship with their 
employees. They understand that the employees are 
the facilitators who deal directly with the customers 
and satisfy their needs. To beat the competition in 
market and to stay ahead of the competition, this 
form of management has been adopted by many 
organizations. They welcome the innovative ideas, 
concepts and thoughts from the employees and 
involve them in decision making process.

Job Satisfaction
S.P. Robbins (2009) defines Job satisfaction as 
positive feeling about one's job resulting from an 
evaluation of its characteristics. Job satisfaction can 

be described as a pleasurable or positive emotional 
state resulting from the appraisal of one's job or 
job experience (Locke 1979). Job satisfaction is 
based on experience on the job and is an emotional 
state. It is an important aspect of organizational 
psychology and quite an interesting one from more 
than one angle. It can ensure optimum production 
and minimum obstruction in industries. There are 
number of ways measuring job satisfaction. The 
most common ways of measuring job satisfaction 
are Single Global Rating & Summation Scores.

Job involvement
Job involvement is the degree to which employees 
immerse themselves in their jobs, invest time and 
energy in them, and consider work as a central 
part of their overall lives. Employees with a high 
level of job involvement strongly identify with their 
jobs and take utmost care about the kind of job 
they do. In recent years job involvement has been 
widely studied by Indian psychologists with special 
reference to employee's job satisfaction, morale, 
participation, and performance. Job-involvement plays 
a vital role in the modern era of employment crisis, 
disappointment, dissatisfaction and stress. According 
to Lodahl & Kejner (1965) "job involvement is the 
internalization of value about the goodness of work 
or the importance of works in the worth of the 
person, and perhaps it thus measures the ease 
with which the person can be further socialized by 
an organization."

Impact of  Participative Management on 
Job Involvement & Job Satisfaction

Sweta Singh* Dr. R. K. Lodhwal**

ABSTRACT
The importance of service sector contribution to economic well-being has been gaining momentum world-wide and 
India is not an exception to these global trends. Among the various service sector activities, the banking industry 
in India has received high priority. Globalization has brought about not only a paradigm shift in the functions 
and operations of Indian commercial banks, but also it has bearing on the psychology of the employees to 
adopt to the changing needs of the business and satisfying the expectations of the customers. Thus employees' 
participation has a unique motivational power and a great psychological value. It is widely believed that employee's 
participation affect employee's job satisfaction, job involvement and employee's productivity and they all can 
create competitive advantage for the organization. The greatest and widely accepted benefit of participation is 
the increased work ownership of employee. Thus the main intention of the study is to find out the relationship 
among employee participation, job satisfaction and job involvement in public and private sector banks.

Keywords: Participative management, employee participation, job satisfaction, job involvement, banks.
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LITERATURE REVIEW
Likert (1967) emphasized the importance of 
coordinating the organization-human relationship to 
enhance productivity and develop human capital. 
Focusing on human motivation and its impact on 
job satisfaction and productivity, scholars have 
conducted research on participative management 
and empowerment.
Ahmed and Pestonjee (1978) and Vikas Rajan and 
Mukesh Kishore (1986) have reported significant 
influence of occupational level on job satisfaction. 
Job involvement, participation and occupational level 
are found to contribute significantly to positive work 
feeling, i.e., job satisfaction. 
Locke and Schweiger (1979) pointed out that 
Participatory management practices balance the 
involvement of managers and their subordinates in 
information-processing, decision-making, or problem-
solving endeavours. 
According to Kanungo (1979), satisfaction of needs 
on-the-job may e a sufficient but not a necessary 
condition for job involvement.  While satisfaction 
might increase the likelihood of job involvement, it 
is not a definition of job involvement itself. 
Gorn and Kanungo (1980) have conceptualized 
the notion of job involvement  as having two 
components:  (i) the degree to which an individual is 
involved  in a particular job and actively participates 
in it, and (ii) a psychological state of identification 
relative to other activities (family, leisure), that is, 
the importance of work in die person’s self image. 
Pathak (1983), said that the manner of participation 
and the level at which it is exercised consequently 
bring forth outcomes such as organizational 
effectiveness, job satisfaction, job involvement, etc. 
Sashkin (1984, 1986) concluded that encouraging 
employee participation satisfies employee inner 
needs and serves as a motivating vehicle resulting 
in greater productivity and effectiveness for the 
organization.
According to Miller and Monge (1986), job satisfaction 
increases productivity through bringing high quality 
motivation and through increasing working capabilities 
at time of implementation. 
Singh and Pestonjee (1990) explored the effect 
of job involvement and sense of participation on 
job satisfaction of bank employees. Study revealed 
that job involvement and participation where linked 
positively to job satisfaction.
Singh and Nath (1991) explored the effect of 
organizational role stress on job involvement of 

bank employees. They found employees high on 
role stress, exhibited lower job involvement than 
those low on role stress. Study further revealed 
that organizational role stress was found to be the 
most powerful predictor of job involvement.

Venakatachalam and Reddy (1996) conducted a 
study to find out the impact of job level, job tenure 
and type of organization on job involvement, and 
job satisfaction among employees working in three 
organization Viz., banks, school, and government 
officers. 

Venakatachalam etal. (1998) carried out study on 
banks, schools and government offices subordinates. 
The study was aimed to find out the effect of job 
level, organizational identity on job involvement and 
job satisfaction. The results showed that supervisors 
were more involved and more satisfied from their 
job in comparison to their subordinates. Results also 
revealed that the employees working in banks were 
more job involved show greater level of job satisfaction 
than those working in schools and government officers. 

Allam (2002) examined job involvement of bank 
employees in relation to job anxiety, Personality 
Characteristics, job burnout, age and tender. The 
result revealed that the job anxiety, job burnout, 
age and gender were significant related to job 
involvement.

RESEARCH METHODOLOGY
Statement of the Problem
Among the various service sector activities, the 
banking industry in India has received high priority. 
After 1991, the banking scenario has changed 
completely, the impact of globalization and privatization 
has affected work culture of both public and 
private sector banks. Thus employees’ participation 
has a unique motivational power and a great 
psychological value. Participation makes employees 
more responsible, they are willing to take initiative 
and contribute cost-saving suggestions and growth 
oriented ideas. It is widely believed that employee’s 
participation affect employee’s job satisfaction, 
job involvement and employee’s productivity and 
they all can create competitive advantage for the 
organization. It is evident from the survey of literature 
that a very few studies incorporating all these three 
variables have been undertaken in the context of 
the banking sector employees. Keeping in view the 
spectacular expansion and the extraordinary role 
played by the banking industry in the fast developing 
economy in our country it is very much of social 
and academic need to investigate the relationship 
among employee participation, job satisfaction and 
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job involvement and a comparison between public 
and private sector banks.

Objectives of the study:
To assess and compare the levels of participation 
among the employees of public and private sector 
banks.
To highlight the difference in levels of participation 
in public and private sector banks.
To study and compare the levels of job satisfaction 
among the employees of public and private sector 
banks.
To evaluate the impact of levels of participation on 
job satisfaction in public and private sector banks.
To examine and compare the degree of job 
involvement among the employees of public and 
private sector banks.
To evaluate the impact of levels of participation on 
job involvement in public and private sector banks.
To ascertain the relationship between levels of 
participation and job involvement and between levels 
of participation and job satisfaction in public and 
private sector banks.
To study the relationship between job involvement 
and job satisfaction of the employees in public and 
private sector banks.
To establish a functional relationship between 
participation level and job involvement and between 
participation level and job satisfaction in banking 
sector.

Hypotheses:
In the light of the available literature concerning 
relationship among participative management, job 
satisfaction and job involvement, the following thirteen 
hypotheses have been formulated:
H01: There is no significant difference between the 
levels of participation of the employees belonging 
to public and private sector banks.
H02: There is no significant difference between the 
levels of job Involvement of the employees belonging 
to public and private sector banks.
H03: There is no significant difference between the 
levels of job satisfaction of the employees belonging 
to public and private sector banks.
H04: There is no significant difference between the 
levels of participation of the employees belonging 
to different hierarchical level (scale) in public sector 
bank.
H05: There is no significant difference between the 
levels of participation of the employees belonging 

to different hierarchical level (scale) in private 
sector bank.
H06: There is no significant difference between the 
levels of participation of the employees possessing 
different length of service (experience) in public 
sector bank.
H07: There is no significant difference between the 
levels of participation of the employees possessing 
different length of service (experience) in private 
sector bank.
H08: There is no significant difference between 
the mean job involvement score of high and low 
participation groups in public sector bank.
H09: There is no significant difference between mean 
job satisfaction score of high and low participation 
groups in public sector bank.
H010: There is no significant difference between 
the mean job involvement score of high and low 
participation groups in private sector bank.
H011: There is no significant difference between mean 
job satisfaction score of high and low participation 
groups in private sector bank.
H012: There is no significant difference between 
mean job involvement score of high and low job 
satisfaction groups in public sector banks.
H013: There is no significant difference between 
mean job involvement score of high and low job 
satisfaction groups in private sector bank.

Research Design:
The research is designed to be a descriptive as 
well as exploratory one. The present research 
aimed at studying intensively the impact of levels 
of participation on two work related attitudes i.e. job 
involvement and job satisfaction of bank employees 
in public and private sector banks. The cause and 
effect relationship in the study has been determined 
by the 2 x 2 factorial designs and hence two levels 
– High & Low – of the independent (participation 
level) variable have been taken. Further, the effect 
of job satisfaction on job involvement for the 
employees of public and private sector banks was 
also studied. Also, the effect of participation level 
on job involvement and job satisfaction was also 
studied by applying linear regression for public and 
private sector bank separately and also combined 
in both the cases. 

Data Collection:
The data collected for the purpose of the study was 
primary and secondary both. The primary data used 
for the study was collected through three different 
questionnaires build by different experts: Psychological 
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Participation Index Scale by D.M. Pestongee & Dr. 
A.P. Singh (1978), Job Involvement Scale by Dr. 
A.P. Singh (1984) and Job Satisfaction Scale by 
B.L. Dubey (1989).

Measures:
The following standard psychometric devices have 
been used to quantify the variables under study.
To Measure Participation:  Psychological 
Participation Index (Singh & Pestongee, 1978) 
comprises of 15 items which are in the form of 
positively (true) and negatively (false) worded 
statements. Each Statement has five response 
alternatives, namely, definitely true, mostly true, 
sometimes true, mostly false and definitely false. 
This index covers four areas of the psychological 
participation, namely, Decision- Making, Autonomy, 
Opinion- Seeking, and Involvement. The Psychological 
Participation Scores will be determined by the 
arithmetic summation of scores endorsed to all the 
fifteen items. Thus, the maximum possible score will 
be 75 and minimum will be 15. The lower score 
indicate lower degree of participation and the high 
scores higher degree of participation.
To Measure Job Involvement: Job Involvement 
Scale (A.P. Singh, 1984) consists of 54 items 
constituting of four response alternatives, namely, 
strongly agree, agree, disagree, and strongly 

disagree. 35 items were true keyed and remaining 
19 were false keyed. Thus, the maximum possible 
job involvement score will be 216 and minimum will 
be 54.The lower score indicate less involvement and 
the high score indicate more involvement in the job.
To Measure Job Satisfaction: Job Satisfaction 
Scale (B.L. Dubey, 1989) has a 5 point Likert type 
of rating, from agreement to disagreement. The final 
scale prepared had 25 items, with the possible range 
of scores 0 to 100, with higher score representing 
greater job satisfaction. The last two items were 
scored in the reverse direction, for the rest the 
strongly agree indicated greater job satisfaction.
Sample plan:

Multistage sampling plan with proportionate stratified 
sampling has been used.
Sample size:

The sample size considered for the study was 
600 and the data was collected from the various 
branches of SBI (300) and HDFC (300) Bank in 
four cities Lucknow, Kanpur, Allahabad and Varanasi.

DATA ANALYSIS & RESULTS
Ho1: There is no significant difference between 
the participation level of the employees belonging 
to public and private sector banks.

Table-1: Independent Sample t- test for Level of Participation of the employees in Public and Private 
sector bank.

Sum of all 
PPI scores

N MEAN STANDARD DEVIATION P- VALUE DECISION MADE

Public Bank
Private Bank

300
300

45.68
34.90

7.23131
7.02623

 .000 (Sig) REJECTED

The table above shows that mean sum of 
Psychological Participation Index (PPI) scores is 
much higher for Public sector bank (45.68) as 
compared to Private sector bank (34.90), thus 
employees in Public sector bank are much more 
involved in decision making process as compared 
to Private sector bank. Further independent samples 
t-test was computed to test the significant difference 

between mean PPI scores belonging to public and 
private banks and it was found to be significant and 
this reveals that there is a significant difference in 
the level of participation of employees belonging to 
public and private sector bank.

Ho2: There is no significant difference between the 
job Involvement level of the employees belonging 
to public and private sector banks.

Table-2: Independent sample t- test for Level of Job Involvement of the employees in Public & 
Private sector bank.

Sum of all PPI scores N MEAN STANDARD DEVIATION P- VALUE DECISION MADE

Public Bank
Private Bank

300
300

137.74
108.92

20.934
21.330

  .000 (Sig) REJECTED
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From the above table it is found that employees 
of public sector bank (137.74) had high level of 
Job Involvement. On the other hand employees 
belonging to private sector bank (108.92) had low 
level of job involvement. Further, to test whether 
the difference between the mean Job Involvement 
scores of employees of Public and Private sector 
bank was statistically significant, the independent 

samples t-test was computed whose value was 
found to be significant and this reveals that there is 
a significant difference in level of Job Involvement 
among the employees of Public & private sector 
bank.

Ho3: There is no significant difference between 
the job satisfaction level of the employees 
belonging to public and private sector banks.

Table-3: Independent sample t- test for Level of Job Satisfaction of the employees in Public & 
Private sector bank.

Sum of all PPI scores N MEAN STANDARD DEVIATION P- VALUE DECISION MADE

Public Bank
Private Bank

300
300

62.65
43.09

14.010
13.471

.000 (Sig) REJECTED

It can be inferred that mean Job Satisfaction score 
was much higher for the employees of public sector 
bank (62.65) as compared to the employees of 
private sector bank (43.09). Thus, it can be said 
that employees of public sector bank were highly 
satisfied whereas, employees of private sector 
bank were less satisfied. Further, to test whether 
the difference between the mean Job satisfactions 
scores of employees of public & private sector bank 

was statistically significant, the t-test was computed 
and it was found to be significant and this reveals 
that level of Job Satisfaction of the employees of 
public sector bank differ significantly from those of 
private sector bank.

Ho4: There is no significant difference between the 
participation levels of the employees belonging to 
different hierarchical level (scale) in public sector 
bank.

Table-4: Chi- square & ANOVA for hierarchical level (scale) and level of participation in public 
sector bank.

Test Value of the Static p-value Decision made

Chi-square
ANOVA

22.868
43.904

.000(sig.)

.000(sig.)
Rejected

In chi- square test the value of p was found to be 
significant, thus it can be inferred from the result there 
is a significant relationship between the hierarchical 
level (scale) and levels of participation. Further, the 
value of F was computed and also found to be 
significant and the null hypothesis was rejected. 
Thus the results revealed that there is a significant 
difference between the levels of participation and the 

hierarchical level of the employees in public sector 
bank i.e. with the increase in the hierarchy of the 
employee’s participation level increases.

Ho5: There is no significant difference between the 
participation levels of the employees belonging to 
different hierarchical level (scale) in private sector 
bank.

Table-5: Chi- square & ANOVA for hierarchical level (scale) and level of participation in private 
sector bank.

Test Value of the Static p-value Decision made

Chi-square
ANOVA

1.791
2.750

.181(not sig.)

.098(not sig.)
 Not-Rejected

The chi-square value calculated was found to be 
0.181 which is more than 0.05 which is insignificant 
hence the null hypothesis formulated was rejected 
i.e. there is no relationship between the hierarchical 
level of the employees and levels of participation 

in private sector bank. Further, the F value was 
also calculated to analyse the significant difference 
between different hierarchical level (scale) and 
levels of participation, which was also found to 
be insignificant, thus it can be inferred that there 
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is no significant difference between the levels of 
participation and the employees belonging to different 
hierarchical level (scale) in private sector bank.

Ho6: There is no significant difference between the 
levels of participation of the employees possessing 
different length of service (experience) in public 
sector bank.

Table-6: Chi- square & ANOVA for experience and level of participation in public sector bank.

Test Value of the Static p-value Decision made

Chi-square
ANOVA

25.918
23.684

0.000 (sig.)
0.000 (sig.)

Rejected

Computed chi- square value was found to be 
significant, thus the null hypothesis formulated was 
rejected i.e. there is a relationship between levels of 
participation and the employees possessing different 
length of service in public sector bank. Further, the 
F value calculated was also found to be significant. 
Thus, the result revealed that there is a significant 

difference between the levels of participation and 
the employees possessing different length of service 
(experience) in public sector bank.

Ho7: There is no significant difference between the 
participation levels of the employees possessing 
different length of service (experience) in private 
sector bank.

Table-7: Chi- square & ANOVA for experience and levels of participation in private sector bank.

Test Value of the Static p-value Decision made

Chi-square
ANOVA

13.048
5.340

0.001 (sig.)
0.005 (sig.)

Rejected

The value of chi-square was found to be 0.001 
which is significant, thus the hypothesis formulated 
was rejected i.e. there is a relationship between 
levels of participation and the employees possessing 
different length of service in private sector bank. 
Further, the F value computed was also found to 
be significant, hence it can be inferred from the 
result that there is a significant difference between 

the levels of participation and length of service of 
the employees belonging to private sector bank i.e. 
levels of participation depends upon the experience 
of the employees.

Ho8: There is no significant difference between 
the mean job involvement score of high and 
low participation groups in public sector bank.

Table-8: Chi- square test for comparison of Participation Level and Job Involvement in 2x2 fold 
contingency for Public sector bank.

LEVELS OF 
PARTICIPATION

JOB INVOLVEMENT Total

High Low

High
Low
Total

86
59

145

45
110
155

131
169
300

X2 = 27.920	 P = .000

The calculation of Chi-square value to compare the 
number of high and low participated employees, 
corresponding to high and low involvement group 
was done in Table 8. The result obtained showed 
a high value of Chi-square (27.920), indicated 
the fact that Involvement and Participation were 
not independent of each other and the observed 

theoretical frequencies in different cell of the table 
differ significantly and this can also be justified with 
the help of the P – value (0.000) which is found to 
be significant. , thus the null hypothesis is rejected. 

Ho9: There is no significant difference between mean 
job satisfaction score of high and low participation 
groups in public sector bank.
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Table-9: Chi- square test for comparison of Participation Level and Job Satisfaction in 2x2 fold 
contingency for Public sector bank.

LEVELS OF 
PARTICIPATION

JOB SATISFACTION Total

High low

High
Low
Total

95
52

147

36
117
153

131
169
300

X2 = 51.473	 P = .000

A high value of Chi-square indicated that there is a 
relationship between the Participation Level and Job 
Satisfaction of the employees belonging to public 
sector bank and the observed frequencies in the 
different cells of the table differ significantly and 
this can also be vindicated with the help of the P 
– value (.000), which indicated that the differences 
were significant, thus participation level and job 
satisfaction are dependent of each other. Thus, our 
ninth null hypothesis i.e. “There is no significant 

difference between mean job satisfaction score 
of high and low participation groups in public 
sector bank” is rejected and it can be concluded 
that high participated employees exhibit greater 
satisfaction in public sector bank.

Ho10: There is no significant difference between 
the mean job involvement score of high and low 
participation groups in private sector bank.

Table-10: Chi- square test for comparison of Participation Level and Job Involvement in 2x2 fold 
contingency for Private sector bank.

LEVELS OF 
PARTICIPATION

JOB SATISFACTION Total

High low

High
Low
Total

74
75

149

64
87

151

138
162
300

X2 = 1.600	 P = 0.125

The result obtained was bit surprising as it gave 
a very small Chi-square value (1.600) which was 
not found to be significant and indicated towards 
the independence of the two variables under the 
study and hence towards the acceptance of null 
hypothesis. Thus, it can be interpreted from the 
results that levels of participation and job involvement 
are independent variables in private sector bank. 
Thus, our hypothesis i.e. “There is no significant 
difference between the mean job involvement 

score of high and low participation groups 
in private sector bank” was also rejected i.e. 
high participated employees are more involved as 
compared to low participated employees in private 
sector bank.

Ho11: There is no significant difference between 
the mean job satisfaction score of high and low 
participation groups in private sector bank.

Table-11: Chi- square test for comparison of Participation Level and Job Satisfaction in 2x2 fold 
contingency for Private sector bank.

LEVELS OF 
PARTICIPATION

JOB SATISFACTION Total

High Low

High
Low

82
42

56
120

138
162

Total 124 176 300

X2 = 34.477	 P = 0.000
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A high Chi-square value (34.477) indicated the fact 
that participation and satisfaction were not independent 
of each other and the observed frequencies in 
different cells of the table differ significantly which 
can be justified with the help of P-value which was 
found to be (.000) significant. Thus, our hypothesis 
i.e. “There is no significant difference between 
the mean job satisfaction score of high and 

low participation groups in private sector bank” 
was rejected and it can be concluded that high 
participation leads to higher satisfaction for the 
employees of private sector bank.

Ho12: There is no significant difference between 
mean job involvement score of high & low job 
satisfaction groups in public sector bank.

Table-12: Chi- square test for comparison of Job Satisfaction and Job Involvement in 2x2 fold 
contingency for Public sector bank.

JOB SATISFACTION
GROUPS

JOB INVOLVEMENT Total

High Low

High
Low
Total

114
31

145

33
122
155

147
153
300

X2 = 98.533	 P = 0.000

A high value of Chi-square (98.533) indicated the fact 
that Satisfaction and Involvement were associated 
with each other and the frequencies obtained in the 
different cells of the table differ significantly, which 
can be justified with the help of obtained P- value 
(.000) was also found to be significant. Thus, our 
hypothesis i.e. “There is no significant difference 
between the mean job involvement score of high 

and low satisfaction groups in public sector bank” 
was rejected and it can be inferred high satisfied 
employees are more involved than the low satisfied 
employees in public sector bank.

Ho13: There is no significant difference between 
mean job involvement score of high & low job 
satisfaction groups in Private sector bank.

Table-13: Chi- square test for comparison of Job Satisfaction and Job Involvement in 2x2 fold 
contingency for Private sector bank.

JOB SATISFACTION
GROUPS

JOB INVOLVEMENT Total

High Low

High
Low
Total

81
68

149

43
108
151

124
176
300

X2 = 20.724	 P = 0.000

The value of Chi-square was a bit small but it was 
found to be significant and it indicated towards 
the dependence of the two variables under study 
and hence toward the rejection of null hypothesis. 
Thus, our hypothesis i.e. “There is no significant 
difference between the mean job involvement 
score of high and low satisfaction groups in 

private sector bank” was rejected. Hence, it can 
be concluded for the employees of private bank also 
that higher satisfaction leads to higher involvement.

Regression Model I: To Show the Relationship 
between Job Involvement (Dependent Variable) 
and Participation Level (Independent Variable) 
in Banking Sector.

Table-14(a): Model Summary

MODEL SUMMARYb

Model R R Square Adjusted R Square Std. Error of the Estimate

1 .723a .522 .522 17.685

a: Predictors : (Constant), sum of all PPI scores b: Dependent Variable: sum of all JI scores
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Explanation: Table 14 (a), represents overall model 
fit. R is 0.723 indicating a strong relationship 
between Job Involvement and Participation level. 

R square, equals to 52.2% i.e. 52.2 % variation 
in the dependent variable is explained by the 
independent variable. 

Table-14(b): ANOVA Table

ANOVAb

Model 1 Sum of Squares Df Mean square F Sig.

Regression
Residual

204592.180
187034.138

1
598

204592.180
312.766

654.138 .000a

Total 391626.318 598

a: Predictors : (Constant), sum of all PPI scores b: Dependent Variable: sum of all JI scores

Explanation: Table 14(b) shows the next output 
element which is an ANOVA table. Here, with F 
statistics value of 654.138 with a significance level 
of almost zero we reject our null hypothesis and 
confirm that the slope of our regression line is 

non-zero. ANOVA also tests for the acceptability of 
the model. The significance value of the F statistics 
is less than 0.05, which means that the variation 
explained by the model is not due to chance.

Table 14(C): Coefficients Table

COEFFICIENTSa

Model 1 Unstandardized Coefficients Standardized Coefficients t Sig.

B Std. Error Beta

Constant
Sum of all PPI Scores

39.998
2.068

3.337
.081 .723

11.986
25.576

.000

.000

a: Dependent Variable: sum of all JI scores

Explanation: Table 14(c), is called as table of 
coefficients. There is one intercept (constant) and 
one slope. The intercept represents the value of 
dependent variable (job involvement) when the 
independent variable (participation level) equals to 
zero. The slope represents the marginal change in 
dependent variable (job involvement ) associated with 
one unit change in the corresponding independent 
variable (participation level), if the other independent 
variables if they are in the model remains unchanged 
i.e. if job involvement is to increase by one unit, 
then participation would increase by 2.068 units, 
on an average. The coefficient table also reports 
standardized coefficients or beta for an independent 
variable. The beta allows comparing the relative 
importance of each independent variable in the 

model; it tells which independent variable will have 
a greater impact on the dependent variable. In the 
last two columns of the table there are t- ratios 
and their significance level. The significance tells 
us that the participation has a statistically significant 
relationship to job involvement.

Thus, Model I can be expressed as an equation 
shown below:

Job Involvement = 39.998 + 2.068 
(Participation Level)

Regression Model II: To Show the Relationship 
between Job Satisfaction (Dependent Variable) 
and Participation Level (Independent Variable) in 
Banking Sector.

Table-15(a): Model Summary

MODEL SUMMARYb

Model R R Square Adjusted R Square Std. Error of the Estimate

2 .833a .693 .693 9.346

a: Predictors : (Constant), sum of all PPI scores b: Dependent Variable: sum of all JS scores
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Explanation: Table 15 (a) too reports a strong 
correlation (0.833) between the observed models 
predicted values of the dependent values. The R 
square value (0.693) is too very strong and shows 

that 69.3 % of the variation in the dependent variable 
(job satisfaction) is explained by the independent 
variable. The value of adjusted R square (0.693) also 
comes out to be high indicating a strong model fit. 

Table-15(b): ANOVA Table

ANOVAb

Model 2 Sum of Squares Df Mean square F Sig.

Regression
Residual

118104.921
52236.939

1
598

118104.921
87.353

1.352E3 .000a

Total 170341.860 599

a: Predictors : (Constant), sum of all PPI scores b: Dependent Variable: sum of all JS scores

Explanation: Table 15(b) shows the ANOVA table. 
F statistics is less than 0.05 which means that the 
variation explained by the model is not due to chance. 
Table 15 (b) also tests for the null hypothesis that 

the true slope for the regression line equals zero. 
Here, with F statistics being significant, we reject 
our null hypothesis and confirm that the slope of 
our regression line is non-zero.

Table-15(C): Coefficients Table

COEFFICIENTSa

Model 1 Unstandardized Coefficients Standardized Coefficients t Sig.

B Std. Error Beta

Constant 39.998 3.337 11.986 .000

Sum of all PPI Scores 2.068 .081 .723 25.576 .000

a: Dependent Variable: sum of all JS scores

Explanation: Table 15(c), is the table of coefficients. 
There is now one intercept (constant) and one slope. 
The intercept represents the value of dependent 
variable (job satisfaction) when the independent 
variable (participation level) equals to zero. The 
slope represents the marginal change in dependent 
variable (job satisfaction) associated with one unit 
change in the corresponding independent variable 
(participation level), if the other independent variables 
in the model remain unchanged i.e. if job satisfaction 
is to increase by one unit, then participation would 
increase by 1.571 units, on an average. The beta 
allows comparing the relative importance of each 
independent variable in the model; it tells which 
independent variable will have a greater impact on 
the dependent variable. In the last two columns of 
the table there are t- ratios and their significance 
level. The significance tells us that the participation 
has a statistically significant relationship to job 
satisfaction.

Thus, Model II can be expressed as an equation 
shown below:

Job Satisfaction = 1.571 (Participation Level) – 10.443

Conclusion & Suggestions:
From the above results, the following conclusions 
may be drawn:

The study revealed that there is a significant 
difference between the level of participation of the 
employees belonging to public & private sector bank. 
It was also interpreted from the results that level of 
participation is much higher for the employees of 
public sector bank as compared to private sector 
bank thus; steps must be taken by private sector 
bank to improve participation of employees in 
decision making process.

The study also established that, the mean job 
involvement score is much higher for public sector 
bank as compared to private sector bank i.e. 
employees of public sector bank have high level of 
job involvement than private sector bank.

It was also found that level of job satisfaction is much 
higher for the employees belonging to public sector 
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bank than the private sector bank, thus concluding 
that there is a significant difference between levels 
of job satisfaction for the employees of public and 
private sector bank.

It was also found from the study that there is a 
relation between level of participation and hierarchical 
level (scale) of the employees belonging to public 
sector bank whereas, no relation was found between 
hierarchical level and level of participation for the 
employees in private sector bank. 

In banking sector, the length of service (experience) 
plays vital role in as a significant difference was 
found between the length of service (experience) 
and participation level for both public and private 
sector bank.

The study also explored that involvement levels 
of employees were significantly influenced by the 
participation level for both public and private sector 
bank.

The study also established that, job satisfaction is 
highly influenced by the participation level of the 
employees belonging to public and private sector 
banks. It was found that high participated group 
employees were more satisfied as compared to 
low participated employees thus we can conclude 
that factors such as growth, transparency and the 
level of decision making power affect the degree of 
job satisfaction (Shamni Pandey & Kamath 2000).

Further, influence of job satisfaction on job involvement 
was also measured for the employees belonging to 
public and private sector banks and the difference 
was found to be significant. Evidence from existing 
literature thus, it can be concluded that job 
involvement is significantly related to job satisfaction 
(Weissenberg and Gruenfeld 1968).

Variables like job involvement, participation and 
job satisfaction are highly correlated (Singh & 
Pestongee 1990). A strong functional relationship 
was studied with the help of Linear regression model 
between participation level (independent variable) 
and job involvement, job satisfaction (independent 
variable) and it was found from the model that 
both the dependent variable is significantly affected 
by the independent variable. Thus, making the 
role of participation as important element for job 
satisfaction and job involvement and the overall 
model fit was found to be high for the employees 
of the banking sector.

Scope for future researches:
Further, researches should be directed towards the 
exploration of the influence of other factors not 
considered in this study like situational and personality 
factors on the job involvement and job satisfaction 
level of the bank employees and factors affecting 
participation level of the bank employees for the 
effective and efficient working of the organization 
in this competitive environment.
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ABSTRACT
The banking and financial sector in India underwent a significant liberalisation process in the early 1990s, which 
led to changes in the Indian banking structure. Customers are no longer willing to stand in a queue or wait 
for the services. In fact they demand and expect to transact their financial dealings where and when they wish 
to. Therefore electronic delivery of banking services is becoming the ideal way for banks to meet their clients 
expectations. Hence present research is based on data collected through the customer survey regarding female 
perception towards internet banking services. Efforts is done to examine the relationship between the demographics 
of female and their usage rate, satisfaction and problem faced during the use of internet banking services. For 
this study primary data is collected from 120 sample respondents from Udaipur city through questionnaire and 
analysed using Percentage analysis, Scaling technique and Chi-square test. The result of study reveals that 
maximum female users are youth, highly educated, working and high earning. It is clear that female is having 
positive perception regarding factors like quickness; increase pace of transaction, energy and time savings. But 
due to lack of trust on technology and low computer literacy rate, customer hesitates to adopt new technology. 
It is recommended that instructions to use internet banking services should be made available to customers as 
well as banks should take initiative to promote female to use and trust the internet bank services.

Keywords: Internet banking, Usage, Customer satisfaction, problems, Percentage analysis, Scaling technique 
and Chi-square test

INTRODUCTION
A decade of economic and financial sector reforms 
strengthened the fundamentals of the Indian economy 
and transformed the operating environment for 
banks and financial institutions in the country. The 
proliferation of private sector banks and development 
in information and communication technology had 
let to introduction of new products and services 
implementation of ‘Core banking’, ‘E-banking’,’ 
Internet Banking’, ‘ATMs’, ‘Debit Cards, and Credit 
Cards. The rapid spread of technology has made 
the Internet the best channel for the provision of 
banking services and products to customers. The 
trend towards electronic delivery of banking products 
and services is increased due to the combination of 
consumer demand and the increasingly competitive 
environment of the global banking industry. Since 
it is now possible to render all banking services 
electronically, with adequate security and at lower 
costs, many banking activities are operated through 
the internet.

In India, ICICI Bank Ltd. was started internet 
banking service in 1997 as brand name ―Infinity 
followed by HDFC Bank Ltd in Sept 1999. Several 
initiatives have been taken by the Government of 
India as well as the Reserve Bank to facilitate the 
development of e-banking in India. The Government 
of India enacted the IT Act, 2000 with effect from 

October 17, 2000 which provided legal recognition 
to electronic transactions and other means of 
electronic commerce. However, of late many public 
sector banks and scheduled commercial banks 
have taken a led in this area. The main advantage 
regarding Internet banking is that its availability 
24 hours a day and 7 days a week. Customer’s 
perception and life style plays an important role in 
growth of Internet banking system. Basic internet 
banking service enables customers to open new 
accounts, check account balances and pay utility 
bills. In spite of several benefits of the Internet in 
the banking industry, it may prove to be a double 
edged sword. Therefore banks conducting business 
online have to consider security and reliability as 
their first business priority for customer retention.

LITERATURE REVIEW
Banking is undergoing a rapid and radical 
transformation due to all-pervasive influence of IT, 
telecommunication and electronic data processing, 
still so many customers are not aware about 
different products and services provided by their 
bank. Majority of the respondents of public sector 
banks were not using IT enabled services except 
ATM due to factors like risk, lack of need and 
operating problem (Rao and Bhatnagar, 2012).

Riquelme (2006) investigated that the majority of 
customers in the sample are satisfied or very satisfied 
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with the service and online systems attributes. The 
investigation does not support previous findings that 
more satisfied customers tend to use more products 
and services or that using internet banking for a 
longer period is associated with higher levels of 
satisfaction.

Hundal et al. (2005) stated that new technology 
created new markets and opportunities for the 
banking sector. Rapid penetration of mobile 
phones, as a result of new technology innovation 
in telecommunications, lead to usage of mobile 
devices in banking services. 

Customers who adopt electronic financial services 
are more likely to perceive problems related to loss 
of privacy, as the internet seemingly allows other 
people to access their information easily (Jones, 
2000).

RESEARCH GAP
The review of literature suggests that no sufficient 
work has been done in India with regard to internet 
banking service and related issues with respect 
to female. The present study intends to know the 
customers usage, preference and problem faced in 
using internet banking service concern regarding 
female context.

RESEARCH METHODOLOGY
1. Objectives of study

1.	 To examine the relationship between female 
demographics and usage pattern of internet 
banking services.

2.	 To examine customer preference for different 
kinds internet banking services. 

3.	 To study the reason behind not using internet 
banking facilities by female respondents.

2. Research hypothesis
H01:	There is no significant relationship in the female 

respondents demographics and usage pattern 
with internet banking services.

Ha1:	There is a significant relationship in the female 
respondents demographics and usage pattern 
with internet banking services.

3. Sampling and Data collection
This study is descriptive in nature. Primary data is 
collected with the help of structured questionnaires 
which are distributed randomly to the females 
customer of banks of Udaipur city on the basis of 
convenience. And it is found that 120 questionnaire 
are complete which are consider for study.

4. Tools and techniques
The collected data in the present study are 
analysed through descriptive and inferential statistical 
techniques. The analysis has been in conformity 
with the objectives of the study and the hypotheses 
formulated to achieve those objectives. Percentage 
analysis and Chi square test is used to test the 
collected data regarding usage pattern of female 
customer regarding internet banking services.

DATA ANALYSIS AND INTERPRETATION
Knowledge of the basic characteristics of the 
respondents would help in understanding usage 
pattern and category of females using internet 
banking facilities. The general characteristics of 
sample respondents include age, educational status 
and monthly income etc. The data collected from the 
sample respondents were analysed and the results 
are presented and discussed in the following section.

Frequency of 
use of internet 

banking services

No of 
respondents

Percentage

Often

Rare

Never

41

48

31

34.17

40.00

25.83

I. Relationship between demographic of the 
respondents and usage pattern of internet banking 
services: - The questionnaire was designed to seek 
information about the user group age, education 
and their occupation. 

A. Education
Table 1: Usage pattern and Education

Education  Often Rare Never Karl Pearson Chi-Square test

12
UG
PG
Professional

4
7

12
18

5
10
16
17

13
10
6
2

Calculated Value = 24.51

 Df  = 6
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It is observed from the table 1 that, maximum 
respondents who are professionally educated are 
frequently using internet banking services. Chi 
square test revealed that education of the customer 
significantly influences the usage of internet banking 
facilities. More educated females are using more 
services. Therefore banks should pay more attention 
upon other group in order to attract them towards 
internet banking services.

B. Age
Table-2: Usage pattern and Age

Age  Often Rare Never Karl Pearson Chi-Square test

15-25
25-35
35-45
45- Above

9
15
9
8

15
15
10
8

3
4

10
14

Calculated Value = 15.65

 Df =6

It is observed from the table 2 that, most of the 
respondents belong to the age group of 25-35 
who are either using services often or rarely. But 
maximum females who are aware but never used 
internet banking services belong to the age group 
of 45 and above. Chi square test revealed that age 
of the customer significantly influences the usage 
of internet banking facilities. Thus banks should 
make such programs to enhance the involvement 
of females in using internet banking services

C. Income
Table-3: Usage pattern and Income

Monthly Income  Often Rare Never Karl Pearson Chi-Square test

Below 10000
10000-20000
20000-30000
30000 and above

11
13
9
8

9
14
12
13

10
5
9
7

Calculated Value = 4.16

 Df =6

It is observed from the table 3 that, most of the 
respondents belong to the income group of 10, 
000 to 20000 who are either using services often 
or rarely. But females who are aware but never 

used internet banking services belong to the income 
group of below 10000. Chi square test revealed 
that income of the customer does not significantly 
influences the usage of internet banking facilities. 
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II. Customer preference for internet banking services 
Table-4: Analysis of customer preference (percentage)

Regularly Sometimes Never

I pay utility bills
I check online balance
Transfer money in own accounts
I make online payments
I apply for different types of loans 
I apply for opening FD/RD account

20(16.67)
54(45)

33(27.50)
24(20)

15(12.50)
32(26.67)

30(25)
36(30)

43(35.83)
35(29.17)
22(18.33)
16(13.33)

70(58.33)
30(25)

44(36.67)
61(50.83)
83 (69.17)

72(60)

Table 4 shows that people being aware of benefits 
of internet banking services still like to stand in a 
queue and pay their utility bills. Data reveals that 
58.33% respondents never pay their bills online. But 
near about 45% females are using internet banking 

regularly for checking balance of their account. 
Another significant benefit is transfer of money 
from one account to other which is comparatively 
less availed by respondent. 36.67% females are 
not availing this facility mostly due to reason like 
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security and technical problems. Similarly 50.83 % 
females are not using internet banking services for 
making online payments. Again maximum 69.17% 
respondents don’t apply for loans online and 60% 
don’t open FD/RD account online. Only few female 
are using internet banking facilities regularly and 
sometimes to transfer money, making online payment, 
loan application and to open account Fd/Rd account.

III. Reasons behind not using or less 
using of internet banking services
While doing the research it is found that female 
hesitate in using internet banking services due to 
some constraints which are tabulated in table 5

Table-5: Reason behind not using internet 
banking services

Problems Number Percentage 

Lack of knowledge
Technicality
Risk
Not required
Not interested

30
40
32
28
12

25.00
33.33
26.67
23.33
10.00

Customer are agreed that internet banking facilities 
saves time, increase pace of transaction and makes 
life easy. But technicality and risk are the most 
important reason behind not using or less using 
internet banking services. So it is the responsibility 
of the bank to make their customer aware about 
the concerning risk factors and solve their queries 
regarding the same. Side by side also try to inform 
that it is a very simple and easy process which 
can be done from the mobile or computer/laptop.

FINDINGS
The major findings of our study are as follows:

1.	 Maximum respondents who are professionally 
educated are frequently using internet banking 

services. Chi square test revealed that education 
of the customer significantly influences the usage 
of internet banking facilities.

2.	 Most of the respondents belong to the age 
group of 25-35 who are either using services 
often or rarely. But maximum females who are 
aware but never used internet banking services 
belong to the age group of 45 and above. Chi 
square test revealed that age of the customer 
significantly influences the usage of internet 
banking facilities.

3.	 Most of the respondents belong to the income 
group of 10, 000 to 20000 who are either using 
services often or rarely. But females who are 
aware but never used internet banking services 
belong to the income group of below 10000. 
Chi square test revealed that income of the 
customer does not significantly influences the 
usage of internet banking facilities.

4.	 58.33% respondents never pay their bills online.

5.	 45% females are using internet banking regularly 
for checking balance of their account.

6.	 36.67% females are not availing this money 
transfer facility.

7.	 50.83 % females are not using internet banking 
services for making online payments.

8.	 Again maximum 69.17% respondents don’t apply 
for loans online.

9.	 60% respondents don’t open FD/RD account 
online.

10.	Technicality and risk are the most important 
reason behind not using or less using internet 
banking services.

CONCLUSION
Present research shows that, demographics of the 
customers are one of the most important factors 
which influence using internet banking services. 
Overall results shows that female who are highly 
educated and youth whether belongs to any income 
group are availing internet banking services more 
often. Therefore it is concluded that age and 
education of the female customer significantly 
influences the usage of internet banking facilities 
but not the income. Mostly females use internet 
banking services for checking account balances 
whereas other facilities like money transfer, online 
opening of account, paying utility bills are less used. 
Maximum customers are aware of benefits of internet 
banking services but there is a fear of insecurity 
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among them along with technical operating problems. 
Therefore bank should try to lessen the hesitation 
of their customer by discussing and solving their 
queries regarding the same.

SUGGESTIONS
Appoint customer care executives at bank branch 
to discuss and solve queries related to internet 
banking services.

Organize seminars and conferences to make more 
and more people aware about the benefits as well 
as security of their accounts.

More emphasis on factor like time saving and cost.

Rewarding the customer for conducting online 
transaction. 

REFERENCE
	 1.	 Rao , N.S and Bhatnagar, H. (2012), “Banking services and customer satisfaction-A comparative study of public 

and private sector bank of Udaipur city”, Saraansh RKG journal of management, Vol 4, no. 1, pg 31-37. 

	 2.	 Riquelme, E. H. (2009), “Internet Banking Customer satisfaction and Online Service Attributes” Journal of internet 
banking and commerce, Vol. 14, no. 2.

	 3.	 Hundal, B S and Jain, A. (2005), “Stimulators of Mobile Banking Adoption in India”, The ICFAI Journal of Service 
Marketing, 3(4), p.50. 

	 4.	 Jones, S., M. Wilikens, P, Morris, M. Masera (2000), “Trust requirements in e-business: a conceptual framework 
for understanding the needs and concerns of different stakeholders”, Communications of the ACM, 43(12): 81-7.

BOOKS
	 1.	 Mohanty A.K, (2005) Core Banking Solution for Banks - The Indian Experience, in E-banking in India: The 

Paradigm Shift, ICFAI University Press, p. 34. 

	 2.	 Kothari C.R (1999).’ Research Methodology’ Wiley & Sons, New Delhi.



35

The Need and Effectiveness of  Innovative  
Planning and in Technology Planning:  

A Special Study of  Central Coalfields Ltd
Mr. Anand Prasad Sinha*
Dr. Bhawna Bhatnagar** Mr. Ashok Kumar Asthana***

ABSTRACT
With the rising complexity and globalization phenomenon, technology has gained overriding objective in the fast 
changing competitive environment. Contemporary business environment needs latest technology and also imperative 
for maintaining quality standards in order to remain in the business, so technology has become backbone of 
corporate sustainability after the pro-market reforms due to immense competition. Presently the Open cast Coal 
mining industries warrants for state of the art technology.
Keywords: Planning, Innovation, Strategy, Innovative Technology, Workplace, Coal Mines, Technology, Customer, 
Globalization

INTRODUCTION
This present study explores the importance of 
innovative planning for effective management of new 
technology and its implementation in coal mining 
Industry. For this purpose one of the public sector 
organization namely Central Coalfields limited and 
their open cast as well as CMPDI( Central Mine 
Planning Design Institute Ltd), located at Jharkhand 
is being selected. With the rising complexity and 
globalization phenomenon, technology has gained 
overriding objective in the fast changing competitive 
environment. Contemporary business environment 
needs latest technology and also imperative for 
maintaining quality standards in order to remain in 
the business. So Technology has become backbone 
of corporate sustainability after the pro-market reforms 
due to immense competition.

Purpose of Research
The main purpose of the research is to know the 
role and importance of innovative planning and its 
need in the Central Coal fields Open Cast Mines.

Objective of the Study
To understand the importance of effective management 
of new technology during its implementation phase 
in Central Coalfields Ltd

Hypothesis of the Study
H0: Innovative and appropriate planning doesn’t 
influence the technology management and its success 
in case of open cast mines of CCL. 

H1: Innovative and appropriate planning doesn’t 
influence the technology management and its success 
in case of open cast mines of CCL.

Research Methodology
Research Design- The concepts of exploratory as 
well as descriptive research has been used for the 
present research work.
Research Area (Geographical) - The field of study 
comprised of Central Coal-fields Limited including its 
headquarters in Ranchi and the surrounding open 
cast coal fields located in the state of Jharkhand.
Sampling Technique and Sampling Unit – For 
the purpose of the present work the concept of 
judgment sampling has been used. The Sampling 
unit comprise of respondents from 1) Central Coal-
fields Limited, Ranchi, and (2) CMPDIL (3) Open 
Cast Coal Mines of CCL.

Scope of the Research Study
The present research work has limited scope as far 
as the area covered is concerned but the findings 
can be applied as well as generalized on the 
other similar sectors too. The research has been 
conducted in the geographical area of Jharkhand 
and the company chosen for the research was 
CCL (Central Coalfields Ltd) and its subsidiary coal 
mines (Open Cast)

Research Text
With the rising complexity and globalization 
phenomenon, technology has gained overriding 
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objective in the fast changing competitive environment. 
Contemporary business environment needs latest 
technology and also imperative for maintaining 
quality standards in order to remain in the business, 
so technology has become backbone of corporate 
sustainability after the pro-market reforms due to 
immense competition. Presently the Open cast 
Coal mining industries warrants for state of the 
art technology. However we (Researcher) feel that 
there could be two aspect of technology. First is 
the selection of appropriate and suitable technology 
and second is the effective management of the 
same. The study attempts to focus on effective 
management of new technology in open cast 
coal mining industries and also attempts to focus 
on identified various dimensions for effective 
management of technology in opencast coal mining 
industries a vital sector of Indian economy. Indian 
open cast coal mining is still far behind in global 
standards inspite of implementation and use of best 
technologies. The study attempts to highlights the 
problems encountered while managing of technology 
right from its, Adoption, Implementation &Productive 
utilization. The background of the research is based 
on the managerial issues related to the effective 
management of technology in Central Coal Fields 
extracting coal which generates almost 40% of the 
energy requirement of the country.

The success of any business lies in the effective 
combination of three factors: technology, raw material 
and capital of which the first is perhaps the most 
important, since the creation and adoption of new 
scientific technologies, can, in fact, makeup for 
the deficiency in natural resources and reduce the 
demand for capital. Technology is always situation 
specific. A wrong choice of technology for a product 
or process can have serious implication on the 
health of the organization. Therefore assessment 
and evaluation with respect to its cost effectiveness, 
availability of raw materials and skills available 
needs to be established.

Importance of Technology and its Effective 
Management
Effective management is essential for the success 
of organization. Successful conceptualization and 
implementation of projects require the coordination of 
a wide array of activities, information and expertise. 
Since business opportunities are time bounded, so 
an organization needs to act quickly for availing 
the benefits of new and innovative technology in 
an efficient manner for the project which are to 
be implemented within a short duration of time. 
These challenging developments in the business 

environment have heightened the need for effective 
management and control of the procedure and 
technology. Thus, effective and efficient achievement 
of any goal at corporate or individual level requires 
a systematic and well planned process of decision-
making. Effective management requires the setting 
of clear objective without having a clear objective 
no individuals or group can perform effectively or 
efficiently. (Sushil K. Bhalla ,1987)

Importance of Planning in Effective 
Technology Management
Successful companies recognize the crucial 
importance of managing their R&D investments 
and processes on a systematic and repeatable 
basis. Effective technology planning is essential 
for aligning R&D spending with current and future 
business strategies, balancing product and process 
innovations, and leveraging a company’s intellectual 
property to its fullest potential.  As Drucker (1966) 
has pointed out, “The most common source of 
mistakes in management decision-making is the 
emphasis on finding the right answer rather than 
the right question. It is not enough to find the right 
answers; more important and more difficult is to 
make effective the course of action decided upon. 
Management is not concerned with knowledge for 
its own sake; it is concerned with performance.” 
Planning is the process of determining organizational 
aims, developing premises about the current 
environment, selecting the course of action, initiating 
activities required to transform plans into action, 
and evaluating the outcome. In the context to the 
present case planning, selection and implementation 
of technological inputs and its advancements leads 
to the organizational success and its effectiveness. 
Coupled with forecasting effective and efficient 
planning is needed to transform the entire aspect 
related to the technology and its implementation 
at the central coal fields. The growing complexity 
of the modern business, technological changes 
and growing competition calls for technology 
management in current and future stages. Since 
planning takes a future outlook, it takes into account 
the possible future development too. Availability of 
men, machinery, materials and money in time is 
the first necessity to achieve a definite production 
target. Mine planning is based on large heuristic 
and empirical knowledge and, therefore, it belongs 
to one of the most complex engineering problems 
(Martens, et.al. 1997). A process of surface coal 
mine planning involves selection of coal property, 
making decisions regarding appropriate mining 
method, selection of types and number of equipments; 
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and producing mine designs to make an optimum 
use of equipments and manpower (Chhipa et al, 
1995). A development of an effective open pit mine 
scheduling procedure generates and evaluates an 
extraction sequence of mining blocks over short 
periods of time. It becomes highly desirable in 
today’s competitive and high risk mining world 
with low commodity prices (Elevli, 1995). A group 
of researchers comprising of ( Ray, 1984),Bordia 
(1978) and Sinha (1976) highlights the application 
of mining investment appraisal techniques and the 
principles of mine system design for a techno-
economically feasible planning in coal mines

Starting Innovative Planning Practices 
inside Organization
The initiative aims to support and helps to innovate 
new business strategies to meet long term objectives. 
Innovation & business transformation are essential 
factors that complement each other and their 
balanced approach is much needed to sustain and 
develop. The following procedure can be used to 
start the innovative planning practices at grass root 

level inside the organization but before its use and 
implementation the idea and benefits of innovative 
planning practices must be properly communicated 
to the employees and the doubts that arise should 
be properly addressed.

People

Application Planning

Performance

Sub planningDesign Process

Model–1: Starting Innovative Planning 
Practices inside Organization

Hypothesis Test of Planning for CCL 
and CMPDI

Table-1

Response Scale 
Location

Question / Query – 1 (Under Consideration)
Total

CCL CMPDI

Important
44

48.4%
20

29.0%
64

38.7%

Highly Important
47

51.6%
49

71.0%
96

61.3%

Total 91 69 160

Table-2

Chi-Square Tests

Value df
Asymp. Sig. 

(2-sided)
Exact Sig. 
(2-sided)

Exact Sig. 
(1-sided)

Pearson Chi-Square 6.133a 1 .013

Continuity Correctionb 5.352 1 .021

Likelihood Ratio 6.231 1 .013

Fisher’s Exact Test .015 .010

Linear-by-Linear Association 6.094 1 .014

N of Valid Casesb 160

a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 27.60.
b. Computed only for a 2x2 table

The responses given by open cast coal mines presents that planning (Innovative Planning) is highly important 
for effective management of new technology. Planning is crucial for quick and timely commercialization 
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of technologies. If technology planning is not done 
effectively then the investment in technology will 
yield no results. Further the different sites of mining 
units does not require location base planning for the 
effective management of installed technology for coal 
extraction. According to Central Coalfield Ltd (Head 
Office) and Central Mine Planning Design Institute 
(Planning division), 61.3% respondents agreed that 
planning is highly important to install technology 
for coal extraction as shown in table no 1. After 
Calculating the Chi- Square Value comes to be 
6.133 at degree of freedom 1 and also the value of 
p value is calculated as 0.013 (as shown in table 
no 2), which is greater than the tabulated value 
(tabulated value is 3.84) at 95% confidence level, 
so it’s significant. It means influences of appropriate 
planning for effective management of technology are 
dependent on head office and planning division of 
mining units. Planning involves taking of decisions 
by the management on the basis of assumptions 
of what is likely to happen in the future and also 
it is an intellectually demanding process as it 
requires the conscious determination of a course 
of action and taking decision based on purpose, 
knowledge and considered estimates. Planning is 
not the responsibility of the top management or 
staff of planning department only, all those who are 
responsible for the achievement of results have an 
obligation to plan into the future. However executive 
at a higher level, being responsible for a relatively 
larger unit of the coal industry, devote a larger 
part of their time to planning and the time span 
of their plans also tends to be longer than that of 
the manger at lower levels

Conclusions
Despite of having modern feet of technology and 
machines the output of the company is not as per 
the estimated target also the planning and decision 
making procedure of CCL Management and their 
employees are not competitive according to the 
market and demand. These actual results can be 
related to following points

�� Poor Information Processing
�� Poor Planning and Its implementation
�� Insufficient Skills
�� Lack of Social and Institutional Infrastructure

There is a need of fast and efficient information 
processing system which should assimilate the 
International, National, internal and external 
information into the applicable and workable solutions 
as the departmental delays and human error leads 
to information blockage and due to this the entire 
operation is affected. Human Resource needed to 
be trained properly as the poor and insufficient 
skills results into low productivity, mismanagement 
and misguided decisions. The weakness of social 
and institutional infrastructure in terms of support, 
cooperation, operative effectiveness etc should 
be strengthen to provide the backbone support 
to the organization especially to the Washeries , 
Warehousing Section , Operations and Industrial 
Relations.
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ABSTRACT
The purpose of this paper is to develop an understanding of the factors influencing the evolution of modern 
formats in Indian retailing and to derive implications for managerial practice and policy. A total of 360 customers 
were surveyed who actually ‘experienced’ the service provided by the stores under study using a structured 
questionnaire. Respondents are examined to assess about the retail store service quality dimensions. Results 
from a study identified the most preferred dimensions of store location, ranking the store loyalty dimensions, the 
most preferred attribute, assessed the ‘importance’ assigned and ‘actual quality’ experienced among dimensions 
of exterior and interior atmospherics, store layout and merchandise suitability.

The main purpose of this study is to examine and assess the retail service quality dimensions namely, tangibles, 
reliability, responsiveness, assurance and empathy, only the customers of Reliance retail store have been chosen 
for collecting data. This study assesses the customer’s satisfaction against customer service quality/ retail service 
quality dimensions. The study provides empirical evidence to measure customer’s satisfaction, which is also 
subjective on the basis of actual service experienced against the five service quality dimensions which play an 
important role in retail services.

Keywords: retail, customers, tangibles, reliability, responsiveness, assurance, culture and dimensions

INTRODUCTION
Since global competition has become acute, there 
is an entry threat from multinational retails giants 
and there is a favourable climate for allowing foreign 
direct investment in retail sector too, which has 
become a necessity on the part of the retailers of 
India to reconsider their retails strategy whether they 
belong to organized or unorganized category. There 
are arguments in favour of and against allowing the 
foreign direct investment. Though, the government 
has taken no policy level decision to allow foreign 
direct investment, but there is a strong lobby/move 
in favour of allowing foreign direct investment. Till 
now, foreign direct investment has been allowed 
indirectly through franchising arrangements; however, 
a favourable climate exists in favour of foreign direct 
investment citing the success of China, Korea and 
other countries. Moreover, those who are in favour 
of foreign direct investment argue that it can be 
allowed in a spaced manner as that of China.

On the other hand, the changing profile of Indian 
customers who hither to docile, the changing pattern 
of life style, the changes in the way of living and 
standard of living, the demographic charges, the 
changes in the level of income, the changes in the 
expenditure pattern, the influence of foreign culture 

etc warrants dramatic changes in the strategies 
being adopted by retail stores. Even, if there is 
no entry threat or flow of foreign direct investment, 
the foregoing reasons necessitate that unless retail 
stores whether organized or unorganized changes 
their strategies, their survival will be dismal in the 
long run. Further, the corporate houses has made 
a foray into retail sector besides others. Even such 
corporate houses have to evolve strategies, which 
would help them to earn a competitive edge among 
local as well as global competitors.

Though there is a threat from the global players, as 
of now, the retailers have to evolve strategies, which 
could help them internally to survive and succeed 
in today’s retail business scenario. Because ,the 
current internal retail business scenario itself is fast 
changing as a result of changing profile of India 
customers as well as threat from internal players of 
repute. As a result, the organized retailers have to 
evolve strategies, which could ensure their success 
in the changing scenario.

In view of the changing retail scenario, the changing 
stratifies like store location, store exterior and interior 
atmospherics, merchandise and retail store service 
quality dimensions have become vital importance. 
However, among all, retail store service quality 

*Assistant Professor, Department of Management Studies, School of Management, Pondicherry University, Puducherry, India
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dimensions such as tangibles, responsiveness, 
reliability, assurance and empathy have vital bearing 
on the success of the store. Further, what differentiates 
a store from another is the ‘customer service’ i.e., 
service quality which ensures customer satisfaction. 

In today’s largely competitive market environment, 
retail stores are increasingly realizing the need to 
focus on service quality as a measure to improve 
their competitive position. It is the element of customer 
service that plays a vital role to earn competitive 
advantage. Good service or quality customer service 
includes politeness, responsiveness, promptness; 
caring and commitment towards the customer feel 
secure, special and satisfied. Tom peters once said 
“Listening to customers must become everyone’s 
business. With most competitors moving ever faster, 
the race will go to those who listen (and respond) 
more intently”. While this is true for all businesses, 
it has special relevance to retail. Such a customer 
services quality is also being reflected in the form 
of or dimensions such as Tangibles, Reliability, 
Responsiveness, Assurance and Empathy.

Further, the service quality is situation-specific 
and largely defined by the customer though often 
subjective but qualitative. Moreover, customer 
satisfaction is an elusive area. On the other 
hand, customer satisfaction is the sum total of 
the customer’s expression of the service quality 
i.e. the degree to which the retailer conforms to 
the customer’s quality specifications-includes five 
factors i.e. Tangibles, Reliability, Responsiveness, 
Assurance and Empathy. Hence, this study assesses 
the customer’s satisfaction against customer service 
quality/ retail service quality dimensions such as 
Tangibles, Reliability, Responsiveness, Assurance 
and Empathy.

Retailing has been defined as business activities 
involved in selling goods and services to consumers 
for their personal, family or household use (Berman 
and Evans, 2001). Although retailing has been 
around for millennia, the 20th century witnessed 
a lot of change in the retail sector, especially in 
the developed countries. Modern formats such as 
department stores, discount stores, supermarkets, 
convenience stores, fast food outlets, speciality 
stores, warehouse retailers and hypermarkets have 
emerged. Retailing has become more organized 
and chain stores have been growing at the 
expense of independent shops. The chains are 
utilizing sophisticated information technology and 
communication to manage their operations and have 
grown rapidly not only within their home countries 
like US, UK, France, Germany and Holland but 
to other developed countries. Walmart Stores, the 

US retailer, was recognized as the largest firm in 
terms of sales in 2002 in Fortune magazine’s list 
of 500 largest global firms. Modern retail formats 
have also spread beyond developed countries and 
are becoming more important in the NICs and 
developing countries. 

Modernization in Indian retailing
The emergence of new formats and the evolution 
of modern retail in India has attracted attention 
in recent years. The business press in India has 
carried several articles and news items in the last 
three years about the modern formats (Shukla 2001; 
Anand & Rajshekhar, 2001; Bhattacharjee, 2001). 
The consulting firm KSA Technopak has organized 
retail meetings or summits in major metros which 
have witnessed participation from major domestic and 
international retailers, and also from manufacturers. 
Venugopal (2001), has discussed the census 
studies of retail outlets that the market research 
firm ORG MARG conducted in the 1990’s. This 
census provided data and estimates on a number 
of parameters relating to Indian retail such as 
number and type of outlets and growth of outlets 
over time separately for urban and rural areas. Due 
to these reports and activities, there is good deal 
of information available about what is happening in 
Indian retail. However Indian retailing has received 
sparse attention by way of academic research with 
the exception of a few articles in academic journals 
and some case studies.

The present study is needed in view of established 
view points, to find out how the retail stores, facing 
new wave of competition can differentiate. The 
purpose of this paper is to develop an understanding 
of the factors influencing the evolution of modern 
formats in Indian retailing and to derive implications 
for managerial practice and policy.

Objectives of the Study
To examine the most preferred dimensions of store 
location.

1.	 To examine and rank store loyalty dimensions
2.	 To examine the most preferred quality dimension 

within the retail service quality dimensions such 
as tangibles, responsiveness, assurance and 
empathy.

3.	 To examine and assess the “Importance” and 
“Actual quality” among dimensions of exterior 
and interior atmospherics.

4.	 To examine and assess the “importance” and 
“Actual quality” among dimensions of merchandise 
suitability.
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Hypotheses of the Study
1.	 There is no significant difference between genders 

of the respondents with respect to overall opinion 
about retail service quality dimensions (such as 
tangibles, reliability, responsiveness, assurance 
and empathy).

2.	 There is no significant difference between 
occupations of the respondents with respect 
to overall opinion about retail service quality 
dimensions. 

3.	 There is no significant difference between income 
groups of the respondents with respect to overall 
opinion about retail service quality dimensions. 

4.	 There is no significant relationship between 
store loyalty and retail service quality.

5.	 There is no significant relationship between 
retail service quality and customer satisfaction.

Population
Since the number of retail stores which are in 
different formats cannot be estimated in and around 
Tirupathi region, this study takes into account only 
the Reliance retail stores, which are operating in 
Tirupathi, Andhra Pradesh, India. Since the main 
purpose of this study is to examine and assess the 
retail service quality dimensions namely, tangibles, 
reliability, responsiveness, assurance and empathy, 
only the customers of Reliance retail store have 
been chosen for collecting data.

Sample Size
The present study has been conducted at Tirupathi, 
Andhra Pradesh, India. In order to represent the 
cross-section of the population which is infinite, a 
representative sample of 360 is selected.

Sampling Method
To select a total sample of 360, the stratified sampled 
method has been selected which is a best-proven 
random sampling method. 

Primary Data
This study is essentially based on the ‘primary’ 
data collected from 360 respondents who actually 
‘experienced’ the service provided by the stores under 
study. Hence, this ‘first hand information’ provides the 
‘actual satisfaction’ or atleast vital clues to assess 
about the retail store service quality dimensions, the 
primary focus of this study, in the stores under study.

Tools Used
Statistical Package for Social (SPSS) has been 
used to analyzed and interpret the data collected 

via the tools such as one-way ANOVA, Tukey-HSD 
test followed by Friedman test, and Chi-square test. 
With the help of the tools mentioned, a critical 
analysis has been made which results in certain 
observations and interpretations regarding the 
dimensions of retail service quality. 

Limitations of the Study
This study is limited to Tirupathi region only. This 
study, as usual is also subject to the sampling and 
non-sampling errors besides the other limitations such 
as time constrictions etc. however, the synthesis is 
established within the ambit of the chosen area of 
study and the materials obtained from the source.

Highlight of the Study
This study which suitably modified the ‘SERVQUAL’ 
scale to suit the requirements of retails stores 
by retaining the dimensions such as tangibles 
(four attributes), reliability (Seven attributes), 
responsiveness (Five attributes), assurance (five 
attributes) and empathy (nine attributes) with a total 
attributes of thirty in number.

Though the dimensions have been refined with 
attributes of thirty altogether, the research has 
only utilized ‘SERVPERF’ scale to measure the 
perceived/received service instead of expectations 
and perception evaluation in the case of ‘SERVQUAL” 
scale. Consequently, a five-point scale (highly 
satisfied, neutral, dissatisfied, highly dissatisfied) to 
measure satisfaction has been used which reflects 
the actual service received (in terms of satisfaction) 
by the respondents. Hence, to be specific, this 
study makes and attempt to measure customer’s 
satisfaction, which is also subjective on the basis of 
actual service experienced against the five service 
quality dimensions. In other words, the customer 
satisfaction is measured, in this study, by the direct 
application of five-point scale, namely, highly satisfied 
to highly dissatisfy.

Data Analysis 
As part of statistical analysis and interpretations, a 
descriptive statistics on sample covering demographic/
personal variables, as well an inferential statistics 
on sample covering application of statistical tools 
have been made which elicits and highlights distinct 
information on retail service quality dimensions of 
the stores under study. 

Descriptive Statistics on Sample
The retail store location strategy is an important 
element of retail strategy. A retail store should 
be located in a right place, which ensures better 

A Study on Retail Store Service Quality Dimensions at Reliance Retail Stores in  
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image as well as success in the business. At the 
outset, this study focuses on the dimensions of 

store location and the most preferred dimensions 
by customers of the stores as under.

Table-1: Ranking Based on Most Preferred Dimensions of Store Location

S. No Dimensions of Store Location Mean Rank

1
2
3
4
5
6
7
8
9

10
11

Convenient Location of the store
Ease in identifying the store
Ease of reaching the store location
Close to my shopping area
Close to y house
Close to my work place
Waste of traffic flow
Ease of commutation
Travelling time
Ease in getting into the store
Ease in getting out of the store

4.68
4.35
4.39
4.10
4.13
3.56
4.19
4.14
4.33
4.14
4.06

1
3
2
8
7

10
5
6
4
6
9

From the above Table, it is inferred that the “Convenient 
location of the store” has been ranked 1st, “the ease 
of reaching the store location” as 2nd rank “the ease 
of traffic flow” as 3rd rank, “the travelling time” as 
4th rank, “the each of commutation” ad the “ease 
of getting into the store” are both ranked as 6th, 
“the store is close to my house” as 7th rank, “the 
store is close to my shopping area” as 7th rank, “the 

ease of getting out of the store” as 9th rank and 
“the store is close to my work place” as 10th rank.

Store visits may also be based on loyalty. Store 
loyalty is a favourable predisposition towards a 
particular store based on positive experiences a 
customer has had there. This is being reflected in 
the study as below. 

Table-2: Ranking Based on Store Loyalty Dimensions

S. No Store Loyalty Mean Rank

1
2
3
4
5
6

I like the store very much 
I prefer this shop for my regular shopping
In the past one year, majority of my shopping trips have been to this store
I prefer to shop at this store even if another store advertisement some deal
I occasionally prefer this store for major shopping
I prefer this store for infrequent special shampooing 

4.21
3.83
3.77
3.66
3.51
3.38

1
2
3
4
5
6

From the above table, it is inferred that “I like the 
store very much” has been ranked 1st, “I prefer this 
shop for my regular shopping” has been ranked 
2nd, “In the past one year, majority of my shopping 
trips have been to this store” has been ranked 
3rd “I Prefer to shop at this store even if another 
store advertises some deal” has been ranked 4th, 
“I occasionally prefer this store for major shopping” 

has been ranked 5th and “I prefer this store for 
infrequent special shopping” has been ranked 6th.

There are five dimensions of service quality, i.e., 
tangibles, reliability, responsiveness, assurances and 
empathy that a customer uses to assess the quality 
of the service. The analysis hereunder indicates 
the most preferred attribute under each dimension 
of services quality.

Table-3a: Ranking Based On Most Preferred Dimensions of Retail Services Quality

S. No Tangibles Mean Rank

1
2
3
4

Appearance of physical facilities/outlet
Appearance of personnel/issue associates(appropriately, smartly dressed) 
Tools/equipment used to provide the service
Communication materials associated with the products displayed clearly.
Easy to read informative and appealing 

4.20
3.81
3.78
3.85

1
3
4
2
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From the above table, it is evident that the 
respondents ranked “the appearance of physical 
facilities/outlets” as 1st rank, “the communication 
material associated with the products displayed 
clearly, easy to read, informative and appealing” 

as 2nd rank, “the appearance of personnel/sales 
associates (appropriately, smartly dressed)” as 3rd 
rank and “the tools/equipments used to provide the 
service” as 4th rank.

Table-3b

S. No Reliability Mean Rank

1
2
3
4
5
6
7

Consistency and dependability of store (personnel performance)
Performing services right the first time itself
Performing the services at the designated time
Efficient checkout operations
Accuracy in billing (safe payment and receipt)
Maintaining error –free records
Accurate and on time home delivery 

3.98
3.69
3.69
3.82
3.97
3.72
3.56

1
5
5
3
2
4
6

From the above table, it is evident that the respondents 
ranked “Consistency and dependability of store 
(personnel performance)” as 1st rank, “accuracy 
in billing (safe payment and receipt)” as 2nd rank, 
“Efficient checkout operation” as 3rd, “Maintaining 

error – free records” as 4th rank, “Performing the 
services at the designated time” and “Performing 
services right the first time itself” as 5th rank and 
“Accurate and on time home delivery” as 6th rank. 

Table-3c

S. No Responsiveness Mean Rank

1
2
3

4
5

Willingness and readiness to help Customers and provide prompt service 
Quickly identifying and responding to customers who require help 
(Readiness to act on customers’ request )
Calling a customer back quickly after a query
Giving prompt, service (arranging an appointment)
Having an efficient help-line or customer service desk

4.08
3.91
3.58

3.51
3.54

1
2
3

5
4

From the above table, it is observed that “Willingness 
and readiness to help Customers and provide prompt 
service” has been ranked 1st, “Quickly identifying 
and responding to customers who require help 
(readiness to act on customers’ request)” as 2nd, 

“Calling a customer back quickly after a query” as 
3rd, “Having an efficient help-line or customer service 
desk” as 4th and “Giving prompt service (arranging 
an appointment)” as 5th rank.

Table-3d

S. No Assurance Mean Rank

1
2

3
4
5

Well trained sales staff, with relevant knowledge and skill to perform their tasks
Sales staff are customer concerned, interested in helping customers, friendly, 
and respectful
Sales staff make customers feel safe in their transactions
Sales staff are consistently courteous (meet me friendly)
Presence of security staff, secure payment method, return policy and after 
sales guarantees

3.92
3.87

3.84
3.72
3.77

1
2

3
5
4

From the above table, it is evident that the customers 
have ranked “Well trained sales staff, with relevant 
knowledge and skill to perform their tasks” as 1st 
rank “Sales staff are customer concerned, interested 
in helping customers, friendly and respectful” as 2nd 

rank, “Sales staff make customer feel safe in their 
transactions” as 3rd rank-“Presence of security staff, 
secure payment method, return policy and after 
sales guarantees” as 4th rank and “Sales staff are 
consistently courteous (greet me friendly)” as 5th rank.
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Table-3e

S. No Empathy Mean Rank

1
2
3
4
5
6
7
8
9

Convenient location and opening hours/business hours 
Waiting time to receive service/merchandise
Provision of information about products and offers
Explanation of payment methods
Sales staff deal with customers in a caring way 
Sales staff has customer best interest at heart
Sales staff provide individualized attention / customized service
Sales staff recognize (the value of ) regular customers 
Provision for better complaint procedures 

4.20
3.77
3.77
3.61
3.72
3.60
3.72
3.66
3.53

1
2
2
5
3
6
3
4
7

From the above Table, it is evident that the 
customers have ranked “Convenient location and 
opening hours/ business hours” as 1st “waiting time 
to receive service /merchandise” and “Provision of 
information about products and offers” as 2nd, “Sales 
staff recognize (the value of) regular customers” 
as 4th “explanations of payment methods” as 5th 
rank, “Sales staff have customers’ best interest at 
heart” as 6th rank and “Provision for better complaint 
procedures” as 7th rank 

Shopping today is a sensory experience. The retail 
stores need to appeal to the senses of sight, 
touch sound and smell. The exterior and interior 
atmospherics need to catch the customers’ eye and 
draw their attention away from the other stores. It 
is a very strong tool by which a better image can 
be created in the minds of customers. Hence, this 
study focuses on the “importance” assigned as 
well ‘actual quality’ experienced by the customers 
of the store.

Table-4: Ranking Based On Dimensions of “Importance” and “Actual Quality” of Exterior Atmospherics 

S.No Exterior Atmospherics Importance Actual quality

Mean Rank Mean Quality

1
2
3
4
5
6
7
8

Architectural Style
Store Front
Building Appearance
Entry/Exit points
Window Display
Outdoor Visibility
Parking Facility
Accessibility

4.09
4.05
4.01
4.09
3.92
4.01
4.29
3.99

2
3
4
2
6
3
1
5

.3.82
3.63
3.64
3.76
3.72
3.74
3.57
3.62

1
6
5
2
4
3
8
7

From the above Table, it is inferred that a comparison 
has been made between the “importance” assigned 

to each dimension and “the actual quality” of each 
dimension ad felt /experienced by the respondents.

Table-5: Ranking Based On Dimensions of “Importance” And “Actual Quality” of Interior Atmospherics 

S.No Interior Atmospherics Importance Actual quality

Mean Rank Mean Quality

1
2
3
4
5
6
7
8
9

10
11

Flooring
Lighting
A/C comfort/Temperature
Trial Room
Children play/rest are
Store cleanliness
Music/Fragrance
Drinking Water Points
Dustbins
Toilets
Cafeteria

4.23
4.35
3.90
3.68
3.39
4.23
3.81
4.11
4.16
4.14
3.74

2
1
6
9

10
2
7
5
3
4
8

3.99
3.94
6.54
3.16
2.94
3.74
3.38
3.62
3.64
3.52
3.45

1
2
5

10
11
3
9
8
4
6
7
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From the above Table, it is inferred that a comparison 
has been made between the “importance \” assigned 
to each dimension and “the actual quality” of each 
dimension as felt/enjoyed by the respondents. 

The range of merchandise is perhaps the most 
important reason for customers to patronize a 
particular outlet/store. The retention of customers 

over a period of times is largely dependent on the 
quality and the range of merchandise offered by 
the store. If the merchandise is similar to that of 
another store or what is commonly available, the 
customer may not see any reason for switching 
stores. This study highlights merchandise suitability 
i.e., “importance’ assigned and the ‘actual quality” 
as felt/experienced by the customers.

Table-6: Ranking Based on Dimensions of “Importance” And “Actual Quality” Of Merchandise

S.No Merchandise suitability Importance Actual quality

Mean Rank Mean Quality

1
2
3
4
5
6
7
8
9

10
11
12

Quality of goods
No of different items available
No of brands stocked
Availability of preferred brand
Availability of other related brands
Breathe of assortment/terms
Ease of product selection
Demonstration of products /durables
Satisfaction with returns/adjustments
Value for money/generally low price
Gift wrapping
Home delivery

4.74
4.38
4.25
4.19
4.11
4.12
4.11
3.89
3.99
4.14
3.93
4.12

1
2
3
4
7
6
7

10
8
5
9
6

4.06
3.96
3.91
3.76
3.60
3.76
3.70
3.47
3.57
3.76
3.62
3.66

1
2
3
4
8
4
5

10
9
4
7
6

From the above Table, it can be inferred that a 
comparison has been made between the “importance” 
assigned to each dimension and “the actual quality” 
of each dimension as felt/experienced by the 
respondents.

Occupation and Retail Store Service Quality 
Dimension

Null Hypothesis–There is no significant difference 
between the occupations of the respondents with 
respect to overall Opinion about the dimensions of 
service quality.

Table-7: Occupation and Retail Store Service Quality Dimension

Service Quality 
Dimension

F 
-value

P 
-value

Occupation

Student Employed Professional Business Homemaker

Tangibles
Reliability
Responsiveness
Assurance
Empathy
Overall Retail Service 
Quality

1.017
1.260
0.468
2.780
2.555
1.947

0.398
0.285
0.758
0.026
0.038
0.102

3.84
3.71
3.67
3.68
3.62
3.69

3.91
3.73
3.72

3.82ab
3.70
3.76

3.89
3.79
3.75

3.92ab
3.86
3.84

3.95
3.90
3.72

3.84ab
3.75
3.82

4.05
3.85
3.83

3.98ab
3.87
3.90

Since the P- value is less than 0.05, the null hypothesis 
is rejected at 5% level of significance with respect 
to Assurance and Empathy dimensions. But for other 
dimensions, there is no significant difference between 
the occupations since the P- value is greater than 
0.05 based on Tukey –HSD test, the Respondents 
with occupation home –maker/retired significantly 
differ with the respondent under student category. 

It is inferred that the respondents under “Student” 
category slightly differ (implies comparatively a 
lesser Satisfaction) in their opinion from the other 
categories in respect of dimensions like “Tangibles” 
Responsiveness” and “overall retail service quality”. 
Hence, necessary strategy has to be evolved to 
improve these dimensions.
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Income Group and Retail Store Service 
Quality Dimensions
Null Hypothesis - There is no significant difference 
between income groups of the respondents with 

respect to overall opinion about the dimensions of 
service quality.

Table-8: ANOVA for significant difference between income groups of the respondents with respect 
to overall opinion about the dimensions of service quality.

Service Quality Dimensions F-value P-value Income group

<=5000 5001-
10000

10001-
15000

15001-
20000

>20000

Tangibles
Reliability
Responsiveness
Assurance
Empathy
Overall Retail Service Quality

1.781
1.356
0.250
2.530
4.653
2.178

0.132
0.248
0.909
0.040
0.001
0.071

3.78
3.75
3.75
3.60
3.50
3.65

3.96
3.83
3.76
3.91
3.82
3.84

3.84
3.68
3.69
3.85
3.65
3.72

3.99
3.85
3.76
3.86
3.82
3.85

4.00
3.83
3.69
3.80
3.87
3.84

Since the P-value is less than 0.01 the null hypothesis 
is rejected at 1% level of significance with respect 
to Empathy dimension. But for other dimensions, 
there is no significant difference between income 
groups since the P-value is greater than 0.05. 

Based on Tukey-HSD test, the respondents under the 
income group between 5001 and 10000 significantly 
differ with the income group <=5000 with regard 
to assurance.

Based on Tukey-HSD test, the respondents under 
the income group between 5001 and 10000, 15001 
and 20000 and greater than 20000 significantly 
differ with the other income group below 5000 with 
regard to empathy.

It is inferred that though the P-value is greater than 
0.014 in respect of ‘Tangibles’, the income group 
below Rs. 5000 slightly differ (implies comparatively 

a lesser satisfaction) with other income groups in 
respect of “Tangibles’. This is also true in respect 
of ‘Reliability’ dimension in which the income group 
Rs. 10001 – RS. 15000 slightly differ with the 
other income groups. It is also true in the case 
of ‘Responsiveness’ dimensions in which income 
group Rs. 10001-RS. 15000 and greater than Rs. 
20000 differ in their opinion. It is also true in the 
case of ‘Overall retail service quality’ dimension 
of which the income group below Rs. 5000 with 
other income group. Hence, the retail stores have 
to improve these dimensions to satisfy the income 
groups who slightly differ in their opinion.

Store Loyalty and Retail Store Service 
Quality Dimensions
Null hypothesis – there is no significant relationship 
between store Loyalty and retail Service Quality. 

Table-9: Chi square test for significant relationship between store Loyalty and Retail Service Quality.

Store Loyalty Retail Service Quality Total Chi square value P-value

Low Average High

Low
Average
High

38(14.5)
42(47.0)
10(28.5)

10(27.4)
118(88.8)
42(53.8)

10(16.1)
28(52.2)
62(31.7)

58
188
114

116.496 0.000**

Total 90 170 100 360

Note: The value within bracket refers to expected frequency.

Since the P-value is less than 0.01, the null 
hypothesis is rejected at 1% level of significance. 
Hence there is significant relationship between Store 
Loyalty and Retail Service Quality.

It is inferred that only 62 respondents are of opinion 
that ‘Store loyalty’ as well as ‘retail service quality’ 
is high. It reflects their ‘Store loyalty’ in consequence 
of ‘Retail service quality’. However, 118 respondents 
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are of opinion that their store loyalty is ‘average’ 
only as a result of ‘average’ retail service quality. 
Hence, the stores have to modify their strategies 
in respect of retail service quality to increase the 
number of loyal customers. 

Retail Store Service Quality and 
Customers’ Satisfaction
Null hypothesis – There is no significant relationship 
between Retail Service Quality and Customers’ 
Satisfaction. 

Table-10: Chi-square test for significant relationship between Retail Service Quality and Customers’ 
Satisfaction.

Store Loyalty Customers’ Satisfaction Total Chi square value P-value

Low Average High

Low
Average
High

502(21.5)
28(40.6)
8(23.9)

38(46.5)
106(87.8)
42(51.7)

2(22.0)
32(41.6)
50(24.4)

90
170
100

105.024 0.000**

Total 86 186 88 360

Since the P-value is less than 0.01, the null 
hypothesis is rejected at 1% level of significance. 
Hence there is significant relationship between Retail 
Service Quality and Customers’ Satisfaction.
It is inferred that only 50 respondents are of the 
opinion that the ‘Retail service quality’ as well their 
‘Satisfaction’ is ‘high’. However, 106 respondents are 
of the opinion that the ‘Retail Service quality’ as 
well as their ‘satisfaction’ is ‘average’ only. Hence, 
it has become necessary on the part of the stores 
to evolve strategies to improve their retail service 
quality and there by improved customers’ satisfaction.

Findings of the Study
The study has identified the most preferred dimensions 
of store location as a) convenient location of the 
store b) ease in identifying the store and etc in 
that order
The study has ranked the store loyalty dimensions 
in the following order a) I like the store very much 
b) I prefer this shop for m regular shopping c) in 
the pat one year, majority of my shopping trips 
have been to this stove and etc.
The study has highlighted the most preferred attribute 
within each dimension like ‘appearance of physical 
facilities/ outlets’ (out of four attributes of tangibles), 
‘consistency and dependability of the store-personal 
performance’ (out of seven attributes of reliability), 
‘willingness and readiness to help customers and 
provide prompt service’ (out of five attributes of 

responsiveness), ‘well trained sales staff, with 
relevant knowledge and skills to perform their tasks, 
(out of five attributes of assurance) and ‘convenient 
location and opening hours/business hours’ (out of 
nine attributes of empathy).
The study has assessed the ‘importance’ assigned 
and ‘actual quality’ experienced among dimensions 
of exterior and interior atmospherics, store layout 
and merchandise suitability.
The study has identified that higher number of 
respondents felt that the ‘Retail service quality’ is 
‘average’ only and their ‘store loyalty’ as well.
The study has also revealed that higher number of 
respondents is of the opinion that the level of ‘Retail 
service quality’ is ‘average’ only and consequently 
their ‘satisfaction’ too.
The study has further revealed that the attributes 
under each quality dimension have to be improved 
by these stores to ensure customers’ satisfaction 
and the rest.

Conclusion
This study, after an in-depth analysis of a variety 
of store dimensions and service quality dimensions 
reveals that all these dimensions have to be improved 
to earn a competitive edge and service in the retail 
business in view of the changing and emerging 
retails scenario, in India, with the possible advent 
of the MNC’s in the retail Indian market scenario. 
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Role Stress among the Teachers of  Technical 
Education: A Study of  Poorvanchal Region
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ABSTRACT
The aim of this study is to explore various dimensions of role stress (which is also one of the dimensions of 
occupational stress) experienced by the educators of technical education ( here if we say technical education it 
simply refers to the courses such as engineering , management & other allied fields). The sample comprised of 
80 respondents who were associated with such kind of institutes & were selected according to the convenience 
of the researcher. Out of these only 72 were considered for the study as rests were unfit for evaluation. For 
the purpose of study structured questionnaire developed by Udai Pareek was considered which include 10 
different dimensions of role stress.  Statistical tests including mean, t- test, independent sample t-test & Anova 
were applied to fulfill the various objectives of the study. The findings suggest that there is a difference between 
different role stressors based on gender & age. 

Keywords: Stress, Teacher’s stress, Role stress, Role overload, Role isolation, Role erosion

INTRODUCTION
Stress is multi-dimensional in nature and can be 
defined from different perspectives based on language 
and organization. In terms of language, it is derived 
from the Latin word “stringere” which refers to draw 
tight, to describe hardships and/or affliction (Cartwright 
& Cooper, 1997). It often occurs when individuals’ 
physical and emotional capacities do not match or 
they cannot handle their job demands, constraints 
and/or opportunities (Leka et al., 2004; Ugoji, 2003; 
Ugoji & Isele, 2009) .It has been established that 
stress can be of two major types : eustress (good 
stress) and distress (bad stress) (Fevre et al., 2003; 
Sullivan & Bhagat, 1992).
Optimum level of stress is necessary for performing 
well in job, but when it exceeds a certain limit it can 
result in burnout and similar other consequences; it 
can also affect work performance adversely. Stress 
is an unavoidable consequence of socioeconomic 
complexity and, to some extent its stimulant as 
well. Cooper (1983) has listed several sources 
of work stress including job conditions, role 
stress, interpersonal factors, career development, 
organizational structure and home-work interface. 
Studies related to the teaching profession have 
indicated that teaching is one of the most stressful 
of all occupations, following air traffic controllers 
and surgeons (Truch, 1980). Cox & Brockley 
(1984) made a comparison of teachers with non 
teachers and found that 67 per cent of the teachers 
reported that their work itself was the main source 
of occupational stress for them, as opposed to 35 
per cent of the non-teachers.

Kyriacou and Sutcliffe (1978) in a study on teachers 
in the UK found that 25 percent of the respondents 
found their job to be “very stressful” and “extremely 
stressful”. 
Many multidisciplinary studies also focused on 
different dimensions of occupational role stress such 
as interpersonal relationships, role ambiguity, role 
conflict, workload, and lack of resources, students’ 
attitudes towards work and job autonomy (Fletcher 
and Payne, 1982; Blase, 1982;)
Role stress is an outcome of disparity between an 
individual’s perception of the characteristics of a 
specific role and what is actually being achieved 
by the individual currently by performing this role 
(Lambert & Lambert, 2001). Thus, role stress occurs 
when there is incongruence between perceived role 
expectations and achievement. This paper is an 
attempt made by the researcher to investigate the 
stressors from the perspective of Pareek (2002) 
which include different dimensions /aspect as 
discussed below:
	(a)	 Inter-Role Distance (IRD): It signifies the 

conflict that exists between organizational roles 
and others.

	(b)	 Self-Role Distance (SRD): This represents the 
conflict of one’s values and self concept with 
the role requirements within the organization.

	(c)	 Role Isolation (RI): Role Isolation is an 
indicator of the extent of alienation of one’s 
role from the other organizational roles.

	(d)	 Role Ambiguity (RA): It represents the paucity 
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of clarity of what others expect from a role, for 
the lack of sufficient feedback on performance.

	(e)	 Role Expectation Conflict (REC): It signifies 
the conflicting demands on role-incumbent by 
others.

	 (f)	 Personal Inadequacy (PI): It represents the 
feeling of being ill-equipped for the demands 
of a particular role.

	(g)	 Resource Inadequacy (RIA): It represents 
the stress emanating from not having enough 
resources (available knowledge, financial and 
personnel resources etc). to effectively perform 
in a role

	(h)	 Role Stagnation (RS): This indicates the lack 
of opportunities for growth or progress.

	 (i)	 Role Erosion(RE): It constitutes the feeling that 
the job is no longer challenging or that parts 
that should have remained within a particular 
role have been given to others

	 (j)	 Role Overload (RO): It represents being 
‘heaped-up’ with more than what one can 
actually accomplish.

Stress & Gender:
There is continuous debate regarding the role that 
gender plays in relation to occupational stress. 
Results from studies have been inconsistent and 
thus the issue of gender continues to be of interest. 
Gender has not consistently been shown to be a 
significant variable and research has shown few 
differences between males and females (Decker 
& Borgen, 1993; Elman & Dowd, 1997; Osipow & 
Davis, 1988; Osipow et al., 1985). Fogarty et al. 
(1999) also did not find gender to be significantly 
correlated with stress, strain, or coping

Marini et al. (1995) found that males scored 
significantly higher than females on Physical 
Environment, Role Boundary, and Role Insufficiency 
while women only scored higher on Role Overload. 
These results indicate that males may experience 
occupational stress differently than females. Niles 
and Anderson (1993) found that males and females 
scores on the OSI differed substantially indicating 
that gender have an impact on how stress is 
experienced. They reported that “female clients 
reported average scores for occupational stress, 
strain, and coping; men reported higher stress and 
strain scores and lower coping scores” (Niles & 
Anderson, 1993).

Richard & Krieshok (1989) also found gender 
differences, however they found that women in higher 

occupational ranks experience more strain than men 
when they controlled for age, stress, and coping.

Stress & Age
Reddy and Ramamurthy (1991) considered 200 
executives for analyzing relationship between age 
& stress experienced by a person. The results 
indicated that executives in the age group of 41-
50 experienced more stress than the age group 
of 51-60.

Aminabhavi and Triveni (2000) in their study found 
that age, sex, coping strategies of bank employees 
have not influenced their occupational stress.

Anitha Devi (2007) studied a sample of 180 women 
professionals from 6 different occupations for 
identifying the degree of life stress and role stress 
experienced by professional women. The results 
indicated that, the older person experience lower life 
stress and role stress. Younger people experience 
more stress as compared to older people.

Purpose and Objective
The purpose of study was to examine the various 
kinds of role stressors among the teachers /
Educators of technical (Engineering & Management) 
institutes located in areas near by Varanasi district 
& in Varanasi. These Stressors are similar to 
those which were identified by Pareek .In order to 
understand about this following research objectives 
were formulated.

1.	 To determine the extent of various role stressors 
experienced by the educators/ teachers.

2.	 To rank the various stressors based on there 
contribution towards total stress experienced.

3.	  To establish relationships between these stressors 
and only two of the demographic characteristics 
(Age & gender).

4.	 To find out the difference in these stressors based 
on the above said demographic parameters, 
if any.

Research Methodology:
3.1 Instrument and Measurement
The study is descriptive in nature based on primary 
data collected through survey. The survey instrument 
used was standard questionnaire developed by Udai 
Pareek which measures 10 different dimensions of 
occupational role stress viz. Inter-Role Distance (IRD), 
Self-Role Distance (SRD), Role Isolation (RI), Role 
Ambiguity (RA), Role Expectation Conflict (REC), 
Personal Inadequacy (PI), Resource Inadequacy 
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(RIA), Role Stagnation (RS), Role Erosion(RE), Role 
Overload (RO). The questionnaire constructed was 
on five point scale ranging from Zero (0) rarely 
feel this way to Four (4) frequently feel this way. 
Personal demographic information was also collected 
in this survey.

Population and Sampling
Sampling or the selection of respondents was based 

on the convenience of the researcher since the 
respondents who came for a program were surveyed. 
The questionnaire was distributed randomly to the 
teachers thus simple random technique was used. 
Total in all 80 questionnaires were distributed of 
which 72 were fit for study. The response rate in 
this study was 90%.

Data Analysis & Interpretation:

Demographic Profile of the Respondents:

Demographic variables Group N Percentage (%)

 Age <= 30
31 - 35
36 - 40
41 - 45
46 - 50
51 - 55

20
8

20
16
4
4

27.8
11.1
27.8
22.2
5.6
5.6

Gender Male
Female

48
24

66.7
33.3

Of all the respondents considered for the study 
66.7% were male & remaining 33.3% were female. 
The majority of the respondents (n=20) were falling 

in the age group of below 30 & 36-40 ,followed 
by age group of 41-50 which constituted 22.2% of 
the respondents.

Role Stressors & Ranking:
Table 1: Various Role stressors for the educators 

Role Stress Dimension Mean Value Ranking 

Inter-Role Distance (IRD)
Self-Role Distance (SRD)
Role Isolation (RI)
Role Ambiguity (RA),
Role Expectation Conflict (REC)
Personal Inadequacy (PI),
Resource Inadequacy (RIA)
Role Stagnation (RS)
Role Erosion(RE) 
Role Overload (RO)

7.72
6.00
6.94
7.67
7.89
7.17
7.44
6.39
3.17
7.06

2
9
7
3
1
5
4
8

10
6

Total stress 67.44

The above table represents various role stressors as 
previously identified by various researchers that are 
experienced by the educators of technical institute. 
Out off the ten role stressor the major contribution 
towards the stress experienced by any individual is 
due to role expectation conflict followed by Inter 
role distance which is the second major contributor. 
Of all the stressors role erosion is having the least 
contribution towards the total stress experienced. 
So one can say that in order to minimise one’s 

stress level the person should try to reduce the 
role expectation conflict (i.e. conflicting demands 
of different role) & inter role distance ( i.e. the 
organisational role & other roles).Followed by these 
two stress other ones are Role ambiguity & resource 
inadequacy. These two stressors are totally out of 
control of individual’s scope & are to be reduced 
by the organisations. So organisations should take 
appropriate steps to reduce the role ambiguity & 
resource inadequacy.
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Figure 1: Mean value of various role Stressors

Relationship between Role stressors & Demographic Variables:
Table-2: Correlation between Gender & Age with various role stressors 

Dependent Variable (Role stressors) Gender Age

Inter-Role Distance (IRD)
Self-Role Distance (SRD)
Role Isolation (RI)
Role Ambiguity (RA),
Role Expectation Conflict (REC)
Personal Inadequacy (PI),
Resource Inadequacy (RIA)
Role Stagnation (RS)
Role Erosion(RE) 
Role Overload (RO)

.581**

.237*

.000
-.103
-.217
-.147
-.302*

.390**

-.243*

.421**

-.058
-.287*

.305**

.091

.033
-.125
.002

-.428**

.067
-.341**

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

Above table shows a correlation between two 
demographic variables (Gender & age) with different 
role stressors under study. Of all the ten dimensions 
gender is significantly & positively related to role 
dimensions viz.IRD, SRD, RS & RO and negatively 
correlated to dimension such as Resource Inadequacy 
& Role erosion. On the other hand age is associated 
with role isolation in positive & significant manner. 
However, the dimensions such as SRD, RS,  
and RO are associated significantly with age but  
in a negative manner. Moreover no relationship  
exists between role isolation & gender of the 
respondents.

Differences in various role stressors 
based on Gender: 
In order to find out the differences between various 
role stressors based on gender Independent sample 
t-test was applied. The results indicated that the t 
value with respect to role stressors such as Inter 
role Distance (IRD), Role stagnation (RS), Role 
Expectation (RE), Role Overload (RO), Self Role 
Distance (SRD), Role Inadequacy (RIA) are significant. 
Hence null hypothesis in respect to these stressors 
is not accepted .However; the other stressors such 
as Role expectation conflict (REC), Role isolation 
(RI), Personal Inadequacy (PI) &Role ambiguity (RA) 
are insignificant. Hence null hypothesis in respect 
to these stressors is accepted.
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Independent Samples Test

Levene’s Test for 
Equality of Variances

t-test for Equality of Means

F Sig. t df Sig. 
(2-tailed)

Ird Equal variances assumed
Equal variances not assumed

15.064 .000 -5.977
-4.952

70
29.889

.000

.000

Rs Equal variances assumed
Equal variances not assumed

2.153 .147 -3.548
-3.867

70
57.903

.001

.000

Rec Equal variances assumed
Equal variances not assumed

1.481 .228 -.932
-.866

70
38.246

.354

.392

RE Equal variances assumed
Equal variances not assumed

17.109 .000 2.093
2.481

70
68.397

.040

.016

RO Equal variances assumed
Equal variances not assumed

.364 .548 -3.886
-3.907

70
46.762

.000

.000

RI Equal variances assumed
Equal variances not assumed

.420 .519 .000
.000

70
48.624

1.000
1.000

PI Equal variances assumed
Equal variances not assumed

3.097 .083 1.240
1.382

70
61.122

.219

.172

SRD Equal variances assumed
Equal variances not assumed

1.717 .194 -2.038
-1.923

70
39.690

.045

.062

RA Equal variances assumed
Equal variances not assumed

1.785 .186 .865
.927

70
55.460

.390

.358

RIA Equal variances assumed
Equal variances not assumed

1.241 .269 2.646
2.554

70
42.047

.010

.014

Differences in various role stressors 
based on Age:
In order to find the differences between various role 
stressors & age group of the respondents ANOVA 
(analysis of variance) was applied. The results of 

ANOVA indicated that there is a significant difference 
between & within the groups for all the role stressors 
based on the age of the respondents. Hence the 
null hypothesis is not accepted.

Further the post hoc test was conducted in order 
find out the most significant group variation.

Table-4: ANOVA table for differences between various role stressors & age

Sum of Squares df Mean Square F Sig.

Ird Between Groups
Within Groups

313.444
413.000

5
66

62.689
6.258

10.018 .000

Total 726.444 71

Rs Between Groups
Within Groups

270.200
385.800

5
66

54.040
5.845

9.245 .000

Total 656.000 71

Rec Between Groups
Within Groups

134.778
309.000

5
66

26.956
4.682

5.757 .000

Total 443.778 71
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RE Between Groups
Within Groups

314.800
517.200

5
66

62.960
7.836

8.034 .000

Total 832.000 71

RO Between Groups
Within Groups

681.111
702.000

5
66

136.222
10.636

12.807 .000

Total 1383.111 71

RI Between Groups
Within Groups

241.800
376.200

5
66

48.360
5.700

8.484 .000

Total 618.000 71

PI Between Groups
Within Groups

296.578
329.200

5
66

59.316
4.988

11.892 .000

Total 625.778 71

SRD Between Groups
Within Groups

449.311
599.800

5
66

89.862
9.088

9.888 .000

Total 1049.111 71

RA Between Groups
Within Groups

70.600
307.400

5
66

14.120
4.658

3.032 .016

Total 378.000 71

RIN Between Groups
Within Groups

423.178
340.600

5
66

84.636
5.161

16.400 .000

Total 763.778 71

Findings & Conclusions:
1.	 Of all the role stress dimensions considered 

under study the major contributor towards the 
total stress was role expectation conflict (REC) 
followed by Inter role distance (IRD). The least 
contributing factor is Role Erosion (RE).

2.	 Gender is significantly & positively associated 
with stressors like Inter role distance (IRD), 
Self role distance (SRD), Role stagnation (RS) 
& role overload (RO), and negatively with role 
inadequacy (RIA), Role erosion (RE).However 
no relationship exists between role isolation 
&gender.

3.	 Age is significantly & positively associated with 
only one of the role stressor viz.Role isolation 
however it is negatively associated with stressors 
such as Self role distance (SRD), Role stagnation 

(RS). Expect all the above mentioned stressors 
no significant relationship exists between age 
& role stress dimensions.

4.	 On the basis of Gender there is a significant 
difference between & within the group for the 
stressors like, Inter role Distance (IRD), Role 
stagnation (RS), Role Expectation (RE), Role 
Overload (RO), Self Role Distance (SRD), Role 
Inadequacy (RIA) and no significant difference 
between & within the group for the stressors 
such as Role expectation conflict (REC), Role 
isolation (RI), Personal Inadequacy (PI) &Role 
ambiguity (RA).

5.	 Coming to the Differences between the stressors 
based on age, there is significant difference 
between & within the group for all the stressors 
except Role ambiguity.
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ABSTRACT
The retailing sector in India has undergone significant transformation in the past 10 years. The organized retail 
industry in India is to grow 25-30 per cent annually and would triple or four times in size by 2014. Retailing 
is gradually inching its way towards becoming the next boom industry. The customer satisfaction process is a 
complex phenomenon. The purchase of goods or services includes a number of factors that could affect each 
decision. Customer satisfaction is more complex and even more important for retailers today than in past. The 
objectives of this study were to investigate the effects of sales promotion mix on customer satisfaction in shopping 
malls of Indore city and to study the variations in these factors across different demographic variables. Mall 
intercept survey was conducted to study of sales promotion mix on customer satisfaction in shopping malls of 
Indore city. The sample included 175 active mall shoppers. The sales promotion mix on customer satisfaction 
were identified by a structure questionnaire and captured in 5 factors of sales promotion mix. These sales 
promotion mix factors were Lucky and Bumper offers, Frequent and Warranty Offers, Monetary and Quantity 
Benefit Offers, Gift and Exchange offers and Discount offers. The study will help the managers of shopping malls 
to understand the underlying sales promotion factors on customer satisfaction of the shoppers in the malls and 
help them to craft their marketing strategies. Profiling customers by their choice of sales promotion mix provide 
more meaningful ways to identify and understand various customer segment and to target each segment with 
more focused marketing strategies.

Keywords: customer satisfaction, sales promotion mix, shopping malls, organized retailing

INTRODUCTION
 Promotion is the process of marketing communication 
to inform, persuade, remind and influence consumers 
or users in favor of product or service. Promotion 
has three specific purposes. It communicates 
marketing information to consumers, users and 
resellers. Promotion persuades and convinces the 
buyer and influences his/her behavior to take the 
desired action. In this process the promotional mix 
includes four ingredients: 1) Advertising; 2) Publicity; 
3) Personal Selling; 4) Sales Promotion. The term 
Promotion – Mix is used to refer to the combination 
of different kinds of promotional tools used by a firm 
to advertise and sell its products. It is one of the 
four aspects of  promotional mix. Sales promotions 
are specific efforts that are designed to have an 
immediate impact on sales. Sales promotion refers 
to many kinds of incentives and techniques directed 
towards consumers and traders with the intention 
to produce immediate or short term sales effects. 
Examples of devices used in sales promotion 
include coupons, samples, premiums, point-of-

purchase (POP) displays, contests, rebates, and 
sweepstakes etc.

A shopping center, shopping mall, or shopping 
plaza, is the modern adaptation of the historical 
marketplace. The mall is a collection of independent 
retail stores, services, and a parking area, which is 
conceived, constructed, and maintained by a separate 
management firm as a unit. The everyday definition 
of retail and organized retailing can be described 
as the act of selling of goods and merchandise 
from a fixed location. An important aspect of the 
current economic scenario in India is the emergence 
of organized retail. There has been considerable 
growth in organized retailing business in recent 
years and it is poised for much faster growth in 
the future. Major industrial houses have entered this 
area and have announced very ambitious future 
expansion plans.

Customer satisfaction, a term frequently used 
in  marketing, is a measure of how products and 
services supplied by a company meet or surpass 
customer expectation. Organizations need to retain 
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existing customers while targeting non-customers. 
Measuring customer satisfaction provides an indication 
of how successful the organization is at providing 
products and/or services to the marketplace. Customer 
satisfaction is measured at the individual level, but 
it is almost always reported at an aggregate level. 
It can be, and often is, measured along various 
dimensions. The usual measures of customer 
satisfaction involve a survey with a set of statements 
using a  Likert Technique  or scale. The customer is 
asked to evaluate each statement and in term of 
their perception and expectation of performance of 
the organization being measured. Their satisfaction 
is generally measured on a five-point scale.

RIVEW OF LITERATURE
There is substantial volume of empirical work 
conducted in the field of sales promotion mix, customer 
satisfaction and shopping malls. Sales promotion 
is a mega business in today’s competitive world 
for shopping malls. Sales promotion on customer 
satisfaction is prepared with tremendous amount of 
research and effort to remain in the subconscious 
mind for long.

Anselmsson Johan (2006), this paper was developed 
and validates a conceptualization of shopping mall 
satisfaction based on field studies in Sweden. They 
had observed that Customer satisfaction with a 
shopping centre may be viewed as an individual’s 
emotional reaction to personal evaluation of the total 
set of experiences encountered at the shopping 
centre. Also, customer interactions with shopping 
centre establishments involve a variety of different 
activities. Researcher had taken 8 factors to find 
out the customer satisfaction. Furthermore, this 
study had also investigated whether sources of 
satisfaction differ in importance with respect to 
gender and age, generally two important variables 
for retail segmentation. The result was focused 
on number of characteristics of shopping malls in 
comparison of customer satisfaction. Researcher 
had found that Selection was the most important 
factor of customer satisfaction. 

Bromley Rosemary D. F. & Matthews David L 
(2007), this paper was researched specially for those 
wheelchair customers who were unable to discuss 
earlier about their shopping experience in various 
shopping malls and super market. So, this paper 
was again a searching of customer satisfaction but 
in separate segment or demographic area.

B. Kamaladevi (2010), Survival of fittest & fastest 
is the mantra of today’s business game. To compete 
successfully in this business era, the retailer must 

focus on the customer’s buying experience. To manage 
a customer’s experience, retailers should understand 
what “customer experience” actually means. Finally; 
in conclusion there are some fundamental points: 
Customer Experience Management is not simply an 
old idea in a new wrapper. The result was that there 
are now more services and products available than 
at any time in the past, yet customer satisfaction 
are on a downward slide. 

Goff C. Brent, Boles S. James, Bellenger N. Danny 
& Stojack Carrie (1997), The main objective of this 
paper was to examine of one non product related 
construct on consumer satisfaction with a major 
retail purchase. In the present research, researcher 
have assumed that the customer satisfaction and 
their product evaluation not only depend on product 
performance but the also on the interaction with 
the sales person’s and their efforts, they have also 
focus on that salesperson is now the basic need 
of retail sector for getting the customer satisfaction. 
Finally; they have concluded that, if a firm is to 
be successful, it must understand what customers 
expect from sales personnel in their market, and 
make sure that their employees meet or, better yet, 
exceed those expectations.

Goyal B.B. & Aggarwal Meghna (2009), Ghosh Piyali, 
Tripathi Vibhuti & Kumar Anil (2010) Ha Hong-Youl 
and Muthaly Siva (2008), Joseph J., KR Cronin, 
Brady K. JR Michael & Hult M. G. Tomas (2000) 
and many more researchers have done work on 
sales promotion mix, shopping malls and customer 
satisfaction. With the help of these researches we 
have found some factors of sales promotion mix, 
which we have used in our research to find out 
the effects of sales promotion mix on customer 
satisfaction in Indore city.

Research Methodology
Period of the Study
�� Period of the study was from Aug 2012.
�� Study comprised of different shopping malls of 

all six areas.
�� Six districts of Madhya Pradesh were taken for 

the study purpose. These were, Indore, Dewas, 
Ujjain, Jabalpur, Gwalior and Bhopal.

�� Different customers of various shopping malls 
have been taken as a field.

Objectives of the Study
�� To examine the combined effect of sales promotion 

schemes on customer satisfaction with reference 
to shopping malls in FMCG sector.
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�� To asses the effects of sales promotion schemes 
on customer satisfaction with reference to various 
demographic variables. 

Data Sources
To design the structured questionnaire the 18 items 
of customer satisfaction are taken from extensive 
study of sales literature viz. journals of marketing, 
international journals of marketing, various business 
review and marketing management magazines etc.

The primary data are collected from 175 customers 
of different shopping malls, spreading across Indore 
city and having above 20 yrs age and already have 
purchased FMCG products from any shopping malls 
with experienced of any type of sales promotion 
factors.

Definition of Variables
After an extensive study of sales literature following 
sales promotion factors are considered for this study: 
Buy one Get One Offers, Discounts/ Cash Discount, 
Free Gifts, Sampling, Bonus/ Extra, Refunds/ Cash 
Back, Coupons, Exchange offers, Stock Clearing 
Sale, Lucky Draw, Scratch Cards, Anniversary 
Schemes/ Festival Schemes, Annual Rating Points 
on Permanent Cards, Contests, Catalogue, Product 
Warranties, Weekly/Monthly offers and Spots /
Movements offers

Apart from these 18 factors, five categorical variables 
are also used to know the effects of all 18 sales 
promotion factors on the customer satisfaction. The 
five Categories have selected for the study are 
as –Age, Sex, Education, Occupation and Income 

Hypothesis
To know the effects of eighteen sales promotional 
factors on customer satisfaction, the following null 
and alternative hypothesis have framed:

�� Null Hypothesis H0 (1): There is no significant 
impact or difference in mean satisfaction level of 
customers because of various sales promotional 
factors according to various demographic 
variables.

�� Alternative Hypothesis H0 (1): There is significant 
impact or difference in mean satisfaction level of 
customers because of various sales promotional 
factors according to various demographic 
variables.

Sample and Design
The design of the present study is descriptive as 
well as empirical in nature. The main purpose of 

the study is to find the impact of sales promotion 
mix on customer satisfaction in shopping malls in 
Indore city. The sample size is 175 customers. 
The sample comprised of the respondent above 
20 years age & having experienced of shopping 
from shopping malls and also sales promotion mix. 

The independent variables comprises of education, 
age, sex, occupation, income and location. The 
entire universal has been divided as:

�� Age: The age group were 20-30, 30-40, 40-50 
& 50 and above. This was kept so as to cover 
maximum percentage of universe, grouping in 
class interval helped in easy tabulation.

�� Education: It contained to choices –UG, PG 
& Others.

�� Occupation: It contained the choices of – 
Service, Business, Student and House wife.

�� Sex: It contained the choices of- Male & Female.
�� Income: It contained the choices of- 1-2 Lacks, 

2-3 Lacks, 3-4 Lacks and 4 Lacks and above.

Data Collection
The questionnaire is split into three sections. First 
section deals the demographic factors, Second 
section related to 18 sales promotion factors. The 
questionnaire had given five point scales rating Highly 
Dissatisfied to Highly Satisfied and comparative 
weights one to five, where five is the highest 
rank. The data collected from customer of different 
shopping malls later classified on the basis of age, 
education, sex, income, Location and occupation.

Tools for Analysis
In the application of statistical tool, cares has been 
taken and draw a real picture without any manipulation. 
Factor analysis and ANOVA test applied to minimize 
the factors to find there effectiveness & variances. 
The statistical package like SPSS (version 17) used, 
MS – Excel also used for analysis. The levels of 
significance were tested of five percent level.

Factor Analysis
The normal varimax solution is not obtained directly 
from a correlation matrix. It is obtained by rotating 
other types of factor solutions to the varimax form. 
In the present study it was considered desirable to 
use the highest factor loading criterion to select 
customer satisfaction included in sales promotion 
mix and all group of factors. This criterion was 
uniformly used in the factor analyses carried out 
on the total sample of the study.
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ANOVA Test
The generated factors which have got with factor 
analysis by using SPSS software (17.1) version, with 
the help of these factors we have applied ANOVA 
test by using SPSS software(17.1) to measure the 
variance among different variables. Tukey Karner 

multiple comparison has been used to get the 
mean difference and analyzing the results. It has 
been applied on 5% level of significance, to test 
the variance between different demographic variables 
on sales promotion mix and over all customer 
satisfaction in shopping malls.

Table-1: ANOVA Test Formula

Source of 
variation

Sum of 
Squares

Degree of 
Freedom

Mean Squares Computed of 
value of F

Table value 
of F

Between samples SSB c-1 MSB= SSB/c-1 F=MSB/MSW 

Within samples SSW n-c MSW=SSW/n-c

Total n-1

Table-2: ANOVA test measurement with computed value to table value

Case Interpretation

(a) If the computed value of P is less than ά The difference in the variance is significant and it 
could not have arisen due to fluctuations of random 
sampling and hence reject H0

(b) If the computed value of P is greater than ά The difference in the variance is not significant and it 
could not have arisen due to fluctuations of random 
sampling and hence accept H0

Limitations
There are several limitations that warrant future 
research. The study has been conducted in Indore city 
of Madhya Pradesh, India. The result of the same, 
if conducted in other part of the country may vary. 
It is because a country like India has geographically, 
economically, socially and culturally very different in 
terms of areas. This difference is too significant to 
be ignored. Good and bad mood of customers or 
respondents that was experienced during study that 
would have influenced their responses. Normally all 
customers were seemed in hurry because of their 
busy schedule so questionnaire also would have 
influenced their response. 

Results are based on calculation and this calculation 
was based on data those I have collected, because 
of different mood and circumstance of the respondents 
have also influenced the result in calculative way; 
but, some results which I had felt during collection 
of data that customers are attracted to the sales 
promotion mix and shopping malls, whether they 
are purchasing the products or not because of 
many reasons like- budget or family pressure etc., 
those results; I am unable to calculate and define 

in numerical terms. City atmosphere have also 
influenced the respondent’s response; because of 
restricted social atmosphere respondents were felt 
uncomfortable to contact with unknown person and 
give the response of any type of questionnaire; so 
that this reason have also influenced the results. 
The sample consisted of 175 active mall shoppers. 
The small sample size is also error-prone.

Data Analysis and Result Discussion
Factor analysis was adopted to capture the sales 
promotion mix on customer satisfaction in shopping 
malls. Table 2 summaries the results of the factor 
analysis which was run using the Principal Component 
Approach with a varimax rotation.

Bartlett’s test of sphericity and Kaiser-Olkin (KMO) 
meaure are adopted to determine the appropriateness 
of data set for factor analysis. High value (between0.5 
to 1) of KMO indicates that the factor analysis is 
appropriate, low value below the 0.5 implies that 
factor analysis may not be appropriate. In this study, 
the result of Barteltt’s test of sphericity (0.00) and 
KMO (0.863) indicates that the data are appropriate 
for factor analysis.
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Table-3 Demographic profile of the sample

Variables Frequency %

Sex Male
Female

104
71

59.4
40.6

Age 20-30 Yrs
30-40 yrs
40-50 yrs
Above 50 yrs

87
53
29
6

49.7
30.3
16.6
3.4

Education UG
PG
Others

53
109
13

30.3
62.3
7.4

Occupation Service
Business
Student
Housewife

81
44
32
18

46.3
25.1
18.3
10.3

Income Student
1-2 Lacks P.A.
2-3 Lacks P.A.
3-4 Lacks P.A.
Above 4 Lacks

49
45
35
22
24

24.1
22.2
17.2
10.8
11.8

In the present study total 175 respondents participated 
in the survey. Selected demographic characteristics 
of the sample including age, sex, income occupation 
and education presented in table no. 3. The sample 
consists of 59.4% of male and 40.6% of female 
respondents. Respondents were mostly between the 

age of 20-40 years (71.0%), 62.3% of the respondents 
were PG, almost 91.2% of the respondents had at 
least under graduate degree., 46.3 % respondents 
were related to service class families, near 51% 
respondents reported that their family income was 
more than 2 Lacks P.A. 

Table-4 Result of Factor Analysis

 Factors Label and Items Rotated Factor 
Loadings

Reliability 
Coefficient 

(Cronbach Alpha)

Factor 1: Lucky and Bumper offers
Contests
Scratch Card
Lucky Draw
Annual Rating point on permanent card
Anniversary/Festival Schemes

.666

.780

.680

.705

.665

.804

Factor 2: Frequent and Warranty Offers
Weekly/Monthly offers
Spot/ Movement Offers
Product Warranties

.858

.747

.636

.769

Factor 3 : Monetary and Quantity Benefit Offers
Refunds/Cash Back
Bonus/Extra
Free Gift
Sampling

.821

.708

.574

.550

.811

Factor 4: Gift and Exchange offers
Buy one Get one free
Stock clearing Sale
Exchange offers

.606

.820

.590
.863

Factor 5: Discount Offers
Discount /Cash Discount .690
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All the five factors together accounted for 70.2% 
percent of the total variance.

Barteltt’s test of sphericity = 0.00

Kaiser–Meyer–Olkin KMO= 0.863

In this study, factor analysis was carried out in two 
stages. In stage one; known as the factor extraction 
process, objective was to identify how many factors 
to be extracted from the data. Using principal 
component analysis, 18 items were extracted by 
five factors. Only the factors having latent roots 
or eigen value greater than 1 were considered 

significant; all factors having eigen value less than 
1 were considered insignificant and were discarded. 
All the five factors together accounted 70.2% of 
the total variance.

In the second stage, all the factors were interpreted 
and labeled. Items having factor loading more 
than 0.5 were included in the interpretation. More 
detailed descriptions of the factors are presented 
in the next section. 

Impact of Demographic Factors on Customer 
Satisfaction with respect to Sales Promotion Mix

Table-5 Effects of Various Demographic Factors on Customer  
Satisfaction With Respect to Sales Promotion Mix

Age Sex Education Occupation income

F Sig F Sig F Sig F Sig F Sig

Factor 1:
Lucky and 
Bumper offers

.819 .485 .088 .767 2.480 .087 5.843 .001* 5.670 .000*

Factor 2:
Frequent  and 
Warranty Offers

1.476 .223 .513 .475 1.778 .172 3.504 .017* 3.154 .016*

Factor 3:
Monetary and 
Quantity Benefit 
Offers

.526 .665 .010 .920 1.713 .183 3.941 .009* 3.747 .006*

Factor 4:
Gift and 
Exchange offers

.284 .837 1.456 .229 5.514 .005* 1.860 .138 2.754 .030*

Factor 5:
Discount Offers

1.480 .222 9.553 .002* 5.498 .005* 4.326 .006* 3.516 .009*

As discussed above, five sales promotion mix have 
been extracted with the help of factor analysis 
and ANOVA was used to study the variation in 
the sales promotion mix on customer satisfaction 
across demographic variables. The five factors are 
summarized here.

Factor 1: Lucky and Bumper offers
The factor measures the luck based schemes and 
festival offers from different sales promotion mix on 
customer satisfaction of Indore city’s customers in 
our sample. Customers who score high on this factor 
are very luck conscious. They are very conscious to 
try their luck and get best benefits for the products 
they buy. They always check and compare the lucky 
and bumper offers before purchasing the products 
in the shopping malls. They even go to more than 
one store to get best bumper offer for the product 
they buy. Table 4 indicates that; the highest loading 
(0.780) item in this factor is “Scratch Card”.

Table 5 revealed that the significance values of F for 
sex, age, education are greater then 0.05. So they 
do not have significant impact on lucky and bumper 
offers. Only occupation and income have impact on 
lucky and bumper offers. In our sample, in Indore city 
students (mean=16.3) are more conscious in lucky 
offers than service, business class and housewives. 
Students (mean=16.2) those who are depended on 
their parents, have used luck by chance offers more 
than, any other working customers of any income 
group in Indore city.

Factor 2: Frequent and Warranty Offers
This Factor reflects the frequent offers dimensions of 
customer satisfaction with respect to sales promotion 
mix of Indore city in our sample. Indore customers 
consider spot movement offers and warranties of the 
product while purchasing the products in shopping 
malls. It is very important for them to take best. 
Customers who score high on this factor perceive 
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the new offers every week and they are willing 
to make special efforts to choose products with 
the very best weekly offers. Table 4 indicates that 
the highest loading (0.858) item in this factor is “ 
Weekly/Monthly Offers” 

 Table 5 indicates the effects of various demographic 
variables on customer satisfaction according to Indore 
city. This indicates that the significant value of F for 
age sex and education are greater than 0.05. So, 
Indore city’s customers do not have significant impact 
on frequent and warranty offers with respect to these 
demographic variables. Occupation and income have 
impact on frequent and warranty offers in Indore 
city. In our sample in Indore city students (mean 
= 11.4) are more conscious in frequent offers than 
housewives, service and business class customers, 
who comparatively less use this type of offers. 
Students (mean = 11.2) those, who are depended 
on their parents have used frequent and warranty 
offers more than upper middle class customer 3-4 
lacks P.A.(mean = 10.5) and the customers, of other 
income group are less conscious about these type 
of offers in Indore city.

Factor 3: Monetary and Quantity Benefit 
Offers
This factor measures the monetary and quantity 
benefit offers which gives customer satisfaction to 
Indore’s customers in our sample. Customers who 
score high on this factor are conscious of quantity 
and cash and do not want to take risk, they just 
want something extra or refund facility for getting 
satisfaction. They always appreciate and use such 
type of offers which give extra or cash back facility. 
Even for getting this type of customer satisfaction 
they go to more then one store, to get better cash 
back or monetary or quantity offers. Table 4 indicates 
that; the highest loading (.821) item in this factor 
is “Refunds/Cash Back”.

Table 5 indicates the effects of various demographic 
variables on customer satisfaction in accordance to 
Indore city. This indicates that the significance value 
of F for age sex, education and occupation are 
greater than 0.05. So, Indore city’s customers do 
not have significant impact on monetary and quantity 
benefit offers with respect to these demographic 
variables. Only income has impact on monetary and 
quantity benefit offers in Indore city. In our sample 
in Indore city students (mean=7.6), those who are 
depended on their parents are more conscious to 
take monetary or quantity benefits in shopping malls 
than any other income group.

Factor 4: Gift and Exchange offers 
This factor measures the Gift and Exchange offers, 
which gives customer satisfaction to Indore’s 
customers in our sample. Customers who score 
high on this factor are very conscious of gift 
and exchange offers and they can even change 
their brands or shopping malls for getting gift or 
exchange offers, they just want gifts or exchange on 
same product for getting satisfaction. They always 
appreciate and use such types of offers which 
give gifts. Even for getting this type of customer 
satisfaction they go to more then one store, to get 
better gifts and exchange offers. Table 4 indicates 
that; the highest loading (.820) item in this factor 
is “Stock Clearing Sale”.

Table 5 indicates the effects of various demographic 
variables on customer satisfaction according to Indore 
city. This indicates that the significant value of F 
for age, sex and occupation are greater than 0.05. 
So, Indore city’s customers do not have significant 
impact on Gift and exchange offers with PG (mean 
=11.8) and customers those who are depended on 
their parents i.e. students (mean =11.6) are more 
conscious or want these types of offers than to 
any other education and income group for getting 
satisfaction in shopping malls in Indore city.

Factor 5: Discount Offers
The customer satisfaction with respect to sales 
promotion mix identified by this factor is that Indore’s 
customers always driven by discount product. Table 
4 indicates that; the highest loading (0.606) item 
in this factor is “Discount offers”.

Table 5 revealed that the significance values of F 
for only age is greater than 0.05. So they do not 
have significant impact on discount offers. Sex, 
education, occupation and income have significant 
impact on discount offers, in which female customers 
those are UG and students and dependent to their 
parents have more effect on customer satisfaction 
by discount offers in Indore city.

Conclusion
The objectives of this study were to investigate the 
customer satisfaction with respect to sales promotion 
mix in shopping malls and to study variations in the 
customer satisfaction with respect to sales promotion 
mix across different demographic variables. 

Following the study of Anselmsson Johan (2006), 
Bromley Rosemary D. F. & Matthews David L 
(2007), Goff C. Brent, Boles S. James, Bellenger 
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N. Danny & Stojack Carrie (1997), Sproles and 
kendall (1986), an attempt was made to profile 
the customer satisfaction in shopping malls. They 
all have identified many factors related to sales 
promotion mix ; from which we have selected 18 
factors of sales promotion mix and tried to measure 
the customer satisfaction in shopping malls. With 
the help of factor analysis we have found five new 
factors are lucky and bumper, frequent and warranty 
monetary and quantity benefit, gift and exchange, 
and finally discount offers.

In addition, this study shows that the average 
customer of Indore city in our sample was not 
very sale promotion conscious, but students are 
quite conscious about any type of sales promotion 
mix factors. It is found that; students, those are 
dependent to their parents and whose age is 
between 20-30yrs, UG students are more conscious 
about sales promotion in shopping malls for getting 
customer satisfaction. Shopping is funny activity 
for them. Young customers are most recreational 
in their shopping.
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Social Media Marketing And its Role 
in Enhancing a Brand’s Equity

K. VENKATESWARA RAJU* DR. D.PRASANNA KUMAR**

ABSTRACT
Social media marketing refers to the process of gaining traffic or attention through social media sites. For instance, 
Twitter is a social site designed to let people share short messages or “updates” with others. Face book, in 
contrast is a full-blown social networking site that allows for sharing updates, photos, joining events and a variety 
of other activities. Social Media had become one of the best opportunities for a brand to connect with prospective 
consumers. Social media networks have become a place where millions of people socialize. These networks win 
the trust of several consumers of various brands by connecting them at deeper intrinsic levels. Social media 
marketing has become the new mantra for several brands since a couple of years. Marketers began to take 
note of social media marketing opportunities and began implementing new social initiatives. Sophisticated Social 
media marketing had taken the way brands reach consumers to a new level. Social media marketing programs 
usually center on efforts to create content that attracts attention and encourages readers to share it with their 
social networks. A corporate message spreads from user to user and presumably resonates because it appears 
to come from a trusted, third-party source, as opposed to the brand or company itself. Hence, this form of 
marketing is driven by word-of-mouth, meaning it results in earned media rather than paid media. Social media 
has become a platform that is easily accessible to anyone with internet access. Increased communication for 
organizations fosters brand awareness and often, improved customer service. Additionally, social media serves as 
a relatively inexpensive platform for organizations to implement marketing campaigns. This research paper gives 
us a peek into Social Media Marketing and whether advertising through social media is effective and accepted 
by the people and also their level of acceptance. This was done with a survey through a questionnaire. The 
survey found that social media advertisement is accepted and is effective.

Key Words: Social Media, Advertising, Acceptance, Significance.

INTRODUCTION
Social networking is not something new. As this social 
networking guide will explain, social networks have 
been around for far longer than we have been on 
the web. We’ve all belonged to social networks, and 
we still participate in social networks. High school 
is an excellent example of basic social networking 
in action. There are various cliques like the geeks, 
the socials, the athletes, the band, etc. These 
cliques are social groups, and a person can be a 
member of one of them, a member of several, or 
a member of none. Social networking on the web 
is not much different. At first, you will find yourself 
without friends, but as you participate, your friends 
list will grow. And, like life, the more you participate, 
the more you will get out of it. Social networks are 
built around the friends’ concept. They aren’t always 
called “friends.” LinkedIn, a business-oriented social 
network, calls them “connections.” But, they operate 
in much the same way regardless of what they are 
called. Social networking websites allow you to find 
friends in various ways. There are often search 
features that allow you to search for friends who 
are interested in the same hobbies, of a certain 

age group, or live in a certain region of the world. 
You can also find friends through groups. Social 
media differentiates itself from traditional media in 
many aspects like quality, reach, usability, frequency, 
immediacy and permanence. According to Nielsen, 
internet users continue to spend more time with 
social media sites than any other type of site. At 
the same time, the total time spent on social media 
in the U.S. across PC and mobile devices increased 
by 37 percent to 121 billion minutes in July 2012 
compared to 88 billion minutes in July 2011

Much Criticism about social media is about its 
exclusiveness as most of these sites do not allow 
the free transfer of information from one to the other, 
disparities in information available, issues related to 
trustworthiness and also reliability of the information 
presented, ownership of the media content, and the 
different perceptions about interactions created by 
social media. However, social media has positive 
effects too like democratization of the internet while 
allowing individuals to advertise about themselves 
and forming friendships

Most people associate social media with positive 
outcomes, yet it may not always be the case. 

*Research Scholar, K L U Business School, Guntur, Andhra Pradesh, India. 
**Associate Professor, K L U Business School, Guntur, Andhra Pradesh, India.
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There are dangers associated with social networking 
including data theft and viruses, which are on 
the rise. The most prevalent danger though often 
involves online predators or individuals who claim 
to be someone that they are not. Although danger 
does exist with networking online, it also exists in 
the real world, too. Just like you’re advised when 
meeting strangers at clubs and bars, school, or 
work you are also advised to proceed with caution 
online. Social Networks decrease in face-to-face 
interactions. Social media may expose children to 
images of alcohol, tobacco, and sexual behaviors.

Geocities, created in 1994, was one of the first 
social media sites. The concept was for users to 
create their own websites, characterized by one of 
six “cities” that were known for certain characteristics.

CLASSIFICATION OF SOCIAL MEDIA
While Face book, Twitter and LinkedIn might be the 
first sites that come to mind when thinking of social 
networking, these popular websites do not represent 
the full scope of social networks that exist. There 
are various options available for people to interact 
and collaborate with each other online. There are 
Seven Major Social Network Categories.

1. SOCIAL CONNECTIONS
Keeping in touch with friends and family members 
is one of the greatest benefits of social networking. 
Here is a list of the most widely-used websites for 
building social connections online.

Face book: Arguably the most popular social media 
utility, Face book provides a way for users to build 
connections and share information with people and 
organizations they choose to interact with online.

Twitter: Share your thoughts and keep up with others 
via this real-time information network.

Google +: This relatively new entrant to the social 
connection marketplace is designed to allow users 
to build circles of contacts that they are able 
to interact with and that is integrated with other 
Google products

MySpace: Though it initially began as a general 
social media site, MySpace has evolved to focus 
on social entertainment, providing a venue for social 
connections related to movies, music games and 
more.

2. MULTIMEDIA SHARING
Social networking makes it easy to share video and 
photography content online. Here are some of the 
most popular sites for multimedia sharing.

YouTube: Social media platform that allows users 
to share and view video content

Flickr: This site provides a powerful option for 
managing digital photographs online, as well as for 
sharing them with others.

Picasa: Similar to Flickr, Picasa provides a way to 
organize and share photos. It is a Google product 
and so offers integrated tagging and sharing with 
Google+.

3. PROFESSIONAL
Professional social networks are designed to provide 
opportunities for career-related growth. Some of 
these types of networks provide a general forum for 
professionals to connect, while others are focused 
on specific occupations or interests. A few examples 
of professional social networks are listed below.

LinkedIn: As of November of 2011, LinkedIn had 
more than 135 million members, making it the 
largest online professional network. Participants 
have an opportunity to build relationships by making 
connections and joining relevant groups.

Classroom 2.0: Social network specifically designed 
to help teachers connect, share and help each other 
with profession-specific matters.

Nurse Connect: Online community designed to help 
individuals in the nursing profession connect and 
communicate with each other.

4. INFORMATIONAL
Informational communities are made up of people 
seeking answers to everyday problems. For example, 
when you are thinking about starting a home 
improvement project or want to learn how to go 
green at home, you may perform a web search 
and discover countless blogs, websites, and forums 
filled with people who are looking for the same kind 
of information. A few examples include:

Super Green Me: Online community where individuals 
interested in adopting green living practices can 
interact

Do-It-Yourself Community: Social media resource 
to allow do-it-yourself enthusiasts to interact with 
each other.

5. EDUCATIONAL
Educational networks are where many students 
go in order to collaborate with other students on 
academic projects, to conduct research for school, 
or to interact with professors and teachers via 
blogs and classroom forums. Educational social 
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networks are becoming extremely popular within 
the educational system today. Some examples of 
such educational social networks are listed below.

The Student Room: UK-based student community 
featuring a moderated message board and useful 
resources related to school

The Math Forum: A large educational network 
designed to connect students with an interest in 
math, this site provides interaction opportunities for 
students by age group.

ePALS School Blog: This international social network 
for K-12 students is designed to build international 
connections to promote world peace.

6. HOBBIES
One of the most popular reasons many people use 
the Internet is to conduct research on their favorite 
projects or topics of interest related to personal 
hobbies. When people find a website based on their 
favorite hobby, they discover a whole community of 
people from around the world who share the same 

passion for those interests. This is what lies at the 
heart of what makes social networks work, and this 
is why social networks that are focused on hobbies 
are some of the most popular. A few examples of 
hobby-focused social networking sites include:

My Place at Scrapbook.com: Designed specifically 
for scrapbooking enthusiasts, users can create 
profiles, share information, post updates and more.

Sport Shouting: An online destination for sports 
fans to voice their opinions and connect with other 
enthusiasts.

7. ACADEMIC
Academic researchers who want to share their 
research and review results achieved by colleagues 
may find academic-specific social networking to be 
quite valuable. An example of online communities 
for academics is:

Academia.edu: Users of this academic social network 
can share their own research, as well as follow 
research submitted by others.

There are a vast number of social media sites that could be used for advertising; however for this study 
we used different social media like Face Book, YouTube, Twitter, BlogSpot and Google+.

FUNDAMENTALS OF SOCIAL MEDIA MARKETING
Leveraging the power of content and social media marketing can help elevate the customer base dramatically. 
Understanding social media marketing fundamentals will help build a foundation that will serve customers, 
the brand and also improve the company’s bottom line.

1. LISTENING
Succeeding in social media and content marketing will need more of listening and less of talking. We 
shall read target audience’s online content and join their discussions to learn what’s important to them. 
Only then we can create content and spark conversations that add value rather than clutter to their lives.
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2. FOCUS
A highly-focused social media and content marketing 
strategy with an intention to build a strong brand 
has more chances for success than broad strategies 
that attempt to do all things to all people.

3. QUALITY
Quality trumps quantity. It will be better to have 
10,000 online connections who read, share and 
talk about your content with their own audiences 
than 10,00,000 connections who disappear after 
connecting with you the first time.

4. PATIENCE
Success in Social media and content marketing 
doesn’t come overnight. In order to achieve big it’s 
more likely that you need to commit to the long 
haul to achieve results.

5. COMPOUNDING
If we publish amazing, quality content and build online 
audience of quality followers, they’ll share it with 
their friends on Face book, Twitter, LinkedIn, their 
own blogs and more. This sharing and discussing 
of content opens entry points for search engines 
like Google to find it in keyword searches. Those 
entry points could grow to hundreds or thousands 
of more potential ways for people to find you online.

6. INFLUENCE
Spend time to find online influencers who have quality 
audiences likely to be interested in the company’s 
products, services and business. Connect and build 
relationships with them. If you succeed to get on 
their radar as an authoritative, interesting source of 
useful information, they might share your content 
with their friends, which could put your business in 
front of a huge new audience.

7. VALUE
Do not spend all your time on the social Web 
promoting your products and services as people 
will stop listening. Add value to the conversation. 
You should focus less on conversions and more 
on creating amazing content while developing 
relationships with online influencers. They will become 
a powerful catalyst for word-of-mouth marketing for 
your business.

8. ACKNOWLEDGMENT
We will not ignore someone who reaches out to us 
in person so should not ignore people who want to 
connect online. Building online relationships is an 

important part of social media marketing success, 
so we shall ways acknowledge every person who 
reaches out to us.

9. ACCESSIBILITY
We should not disappear after publishing the content. 
Always we shall try to be available to our audience. 
It means we should consistently publish content and 
participate in conversations. Online Followers are 
fickle minded and they won’t hesitate to replace 
you if you disappear for weeks or months.

10. RECIPROCITY
Don’t expect others to share our content and talk 
about us if you don’t do the same for them. So, 
spend time on social media focusing on sharing 
and talking about content published by others. 

REVIEW OF LITERATURE
“As people take control over their data while spreading 
their Web presence, they are not looking for privacy, 
but for recognition as individuals. This will eventually 
change the whole world of advertising” (Esther Dyson, 
2008). Dell and their “Digital Nomads” program, 
aimed at a specific segment of Dell’s customer 
base that hinges on the availability of online internet 
connection. Digital nomads are people who are 
productive in the office or outside of it, always are 
in touch with friends and update their colleagues 
on their work in progress through social networks. 
A common attribute identifying “Digital Nomads” is 
a combination of lifestyle and digital tools, also with 
an intention to get connected in any situation. Dell 
states that its hardware powers the nomadic lifestyle 
of this group of on-the-go professionals. We have 
to recognize that communities like “Take Your Own 
Path” and “Digital Nomads” are not aimed with a 
nonprofit or business or consumer motive but by 
the needs and desires of participants within these 
communities.

BRAND OUTPOSTS
An alternative approach to connect a brand or 
organization with online community also exists: We 
can create a place for brand presence called as a 
brand outpost within a network or online community 
like a Twitter presence a Face book Business Page, 
or a YouTube channel. While creating a brand 
outpost there need not be any reason except the 
expectation for the brand to be present and business 
objectives that will be served by such presence. 
There is a need to for a relevant contribution by 
the brand/product/service to the online community 
it wants to join. Simple posting of TV commercials 
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in YouTube, for example, in most cases does 
not produce engagement beyond the firm’s own 
employees and may be their families watch these 
commercials. Most Face book members expect 
their favorite brands online on Face book. Aircel, 
the Indian Telecom Service provider, created an 
online Face book application that will embed the 
Aircel voice-mail service within Face book, thereby 
providing a link to its customers in an important 
online media channel and also acts as a point of 
competitive differentiation. Aircel Subscribers present 
on Face book, generally is a group that is younger 
and savvier when it comes to usage of the social 
web will use this application to stay connected 
with voicemail without easily leaving Face book. 
To fulfill its own business objectives in and around 
customer service, Australia’s Telstra has created its 
very own Twitter presence (@telstra) partly out of 
recognizing act that Twitter is an ever burgeoning 
customer service portal and also that—as is the 
case with Face book, YouTube, and as with other 
leading social networks: its very own customers are 
expecting it to be there.

Online presence of brands in existing social networks 
would be welcome as it makes sense even from 
the perspective of consumers. Most of the brands 
are present in all the other places where people are 
willing to spend time: like on TV, on the radio, in the 
movies, in all forms of outdoor advertising, and at 
even sports events and the like. Social sites which 
are the new gathering places will be no exception. 
IT companies, MNC’S, Banks, soft drink brands, 
Movie studios, Celebrities ,auto manufacturers, 
and more are busy building “brand outposts” on 
Face book, YouTube, Orkut, and other social sites 
because even their customers are spending significant 
time on all those sites. Almost all the brands and 
organizations participating in this social web are 
in the process of skipping the future development 
of dedicated product micro-sites and also even 
major TV brand campaigns in the favor of having 
a stronger presence in most of these social sites. 
We cannot overlook the fact that Orkut, Face book, 
Twitter, LinkedIn, Slide share, Delicious all offer 
places where businesses and organizations can 
add big value to all the larger social communities 
formed around these social applications.

OBJECTIVES OF THE STUDY:
To Study the effectiveness of Marketing through 
social media.

To Study the level of acceptance of social media 
marketing.

To Offer suggestions for the improvement of social 
media marketing.

To Study if social media account subscribers are 
sharing the Posts that they go through.

To Study if brand followers are following the posts 
of the BRAND’s Page in social media.

SCOPE OF STUDY:
The study is conducted to understand the various 
aspects of Social Media Marketing and whether 
advertising through social media is effective and 
accepted by the people and also their level of 
acceptance by collecting data from respondents at 
various Internet Kiosks in Hyderabad. The findings 
and conclusions from this study are based on 
responses of people in the city only. This study 
will be helpful to some extent in gaining an insight 
into Social media Marketing.

RESEARCH METHODOLOGY
5.1 Research design
The main purpose of this study is to know about 
effect of Advertisements in Social media on internet 
users. Statistical research Descriptive research also 
known as descriptive research is used here for 
studying customer preferences. The main goal of 
this Descriptive research is to describe the data and 
characteristics about the subject that is under study.

5.2 Area of the study
The study is conducted on customers at various 
Internet cafes. The sampling frame used in this study 
included the members of various social networks 
like Face book, Twitter, YouTube in Hyderabad. 
Structured Questionnaires were being distributed 
to customers on a random basis.

5.3 Research approach
Customer Survey and questionnaires method

Customer Survey method is used for collecting the 
required data from internet café visitors. We requested 
the respondents to fill the given questionnaire, by self 
after clearly explaining the various questions in it. 

5.4 Sample Size
The Size of the sample taken in this study is 110.

5.5 Period of Study
The study was done during December 2013 timeline.
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5.6 Data Usage:
For analysis and interpretation, only primary data is 
used. However for conclusion and recommendations 
both primary and the secondary data along with the 
verbal knowledge and information although obtained 
from respondents, though they are outside the 
parameters of questionnaire were also included. The 
data collected from these sources were analyzed 
using various tools like percentage analysis, chi-
square test, cross table analysis method.

5.7 Research Instrument:
A standard questionnaire is formulated for the 

collection of survey data from various customers. 
The Questionnaire is designed in such a way that 
it would collect all the needed information for the 
study and cover all the aspects defined in the 
objectives.

5.8 Tools:
SPSS version 16 will be used to tabulate and analyze 
the valid responses. Initially, a comprehensive data 
file was created. Then, variables and their labels 
were defined. Statistical tools like Chi-Square and 
cross tabling were used for the analysis.

ANALYSIS AND INTERPRETATION
6.1 General Profile of the Respondents

SEX M ale Fe m ale

6 8 4 2

A GE 1 8 -2 4 2 5 -3 0 3 1 -3 6 3 7 -4 2 A bove 4 2

2 1 3 6 2 4 1 6 1 3

ED UC A TION ILL ITERA TE D IP LOM A GRA D UA TION PG

1 6 1 9 4 2 3 3

PROFESSION STUD ENT BUSINESS IT-EM P M A NUFA C TURING-EM P OTH ERS

3 1 2 5 3 2 1 5 7

INC OM E <1 0 ,0 0 0 1 0 ,0 0 0 -2 0 ,0 0 0 2 0 ,0 0 0 -3 0 ,0 0 0 >3 0 0 0 0

2 1 2 2 2 9 3 8

H OW OFTEN D O Y OU USE YOUR SOC IA L

M ED IA A C C OUNTS?
ONC E A D A Y ONC E A W EEK ONC E IN TW O W EEKS

4 3 3 6 3 1

TH E SOC IA L M ED IA SITE YOU P REFER FA C EBOOK Y OUTUBE GOOGL E+ L INKED IN TW ITTER

3 5 2 4 1 6 2 1 1 4

W H A T KIND OF A D V ERTISING M ED IA Y OU

P REFER TH E M OST?
P RINT M ED IA

ELEC TRONIC

M ED IA
SOC IA L M ED IA TRA NSIT M ED IA

2 2 4 7 3 4 7

REA SON FOR Y OU TO USE SOC IA L M ED IA

TO BE IN

C ONTA C T

W ITH Y OUR

FRIEND S

TO ENTERTA IN

Y OURSELF
TO P A SS TIM E TO G ET L A TEST UP D A TE

4 7 3 1 1 8 1 4

Interpretation:
From the above table, we infer that 68(62%) of the 
total respondents are male and 42(38%) are female. 
On further classification according to age group, we 
find that of all the respondents 21(19%) are 18-24 
years old, 36(33%) are of the age group 25-30, 
24(22%) are of the age group 31-36, 16(15%) are 

of the age group 37-42 and 13(12%) are above 42 
years. On the basis of Monthly income, 43(39%) 
are below the income of 20,000, 67(61%) are above 
the income level of Rs 20,000. Most of the Social 
Media users 47(43%) cited “TO BE IN CONTACT 
WITH YOUR FRIENDS” as the reason for joining 
it. On the basis of Profession, Students and IT 
Employees formed the bulk of users of Social Media.
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To get
latest
update
13%

To be in
contact
with your
friends
43%

To Entertain
yourself

28%

To pass
time
16%

Purpose of Having Social Media Account Media Preferences for Receiving Advertisements

Social
Media
31%

Transit
Media

6%
Print

Media
20%

Electronic
Media
13%

Preferred Social Network Category of Social Media Users

Twitter
13%

Facebook
32%

Google+
14%

Linkedin
19%

Youtube
22%

Others
6%

Student
28%

IT-EMP
29%

Manufactu-
ring-EMP

14%

Business
23%

6.2 Customer satisfaction levels of various parameters of service provided at 
organized retail outlets

PA R A M E T E R S A A N U E T R A L D A S D A

D O YO U O B S E R V E A N Y A D V E R T IS E M E N T W H ILE U S IN G YO U R S O CIA L M E D IA S IT E ? 3 1 24 3 2 23 0

D O YO U S H A R E W IT H YO U R F R IE N D S T H E IN F O R M A T IO N A B O U T T H E A D V E R T IS E M E N T YO U

S E E A B O U T A PR O D U CT O N YO U R S O CIA L M E D IA S IT E ?
4 3 38 2 9 0 0

D O YO U A CCE PT A D V E R T IS E M E N T IN T E R R U PT IN G YO U W H ILE U S IN G T H E S O CIA L M E D IA ? 3 8 31 2 4 12 5

D O YO U F O LLO W S O CIA L M E D IA A D V E R T IS E M E N T S ? 5 0 28 3 2 0 0

D O YO U F IN D CLA IM S M A D E IN T H E A D V E R T IS E M E N T S T O B E B E LIE V A B LE ? 2 2 24 3 1 33 0

D O YO U E N Q U IR E M O R E A B O U T T H E PR O D U CT W H ICH YO U H A V E S E E N A D V E R T IS E D IN T H E

S O CIA L M E D IA
3 1 34 2 2 19 4

D O YO U F O LLO W T H E B R A N D PA G E O F YO U R F A V O R IT E B R A N D ? 5 2 28 3 0 0 0

A R E YO U R E G U LA R LY F O LLO W IN G T H E PO S T PO S T E D B Y T H A T CO M PA N Y 4 9 34 2 7 0 0

Figure 6.3
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6.4 Chi-Square Test
6.4.1. Is There a Relation between MONTHLY INCOME and SOCIAL MEDIA USAGE?

CHI-SQUARE
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From the above SPSS calculation we infer that there is a significant relation between MONTHLY INCOME 
and SOCIAL MEDIA USAGE.

6.4.2. Is There a Relation between AUDIENCE SEEING SOCIAL ADS and THEM 
BELIEVING SOCIAL ADS?

CHI-SQUARE

From the above SPSS calculation we infer that there is a significant relation between AUDIENCE SEEING 
SOCIAL ADS and THEM BELIEVING SOCIAL ADS.
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6.4.3. Is There a Relation between AUDIENCE SEEING SOCIAL ADS and THEM 
SHARING SOCIAL ADS?

CHI-SQUARE

From the above SPSS calculation we infer that there is a significant relation between AUDIENCE SEEING 
SOCIAL ADS and THEM SHARING SOCIAL ADS indicating Audiences are sharing more number of Ads.

6.4.4. Is There a Relation between AUDIENCE FOLLOWING A BRAND PAGE and THEM SEEING 
REGULAR POSTS FROM IT?
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CHI-SQUARE

From the above SPSS calculation we infer that 
there is no significant relation between AUDIENCE 
FOLLOWING A BRAND PAGE and THEM SEEING 
REGULAR POSTS FROM IT. So it indicates that 
Indian Customers are demanding Value-for-Money 
Products and are not that much Brand Specific.

VII. CONCLUSION
Social media advertising has a significant impact 
over the people who use social media sites. A very 
less number of people do not have any information 
about social media advertisement.

Social media advertising is taking the way towards 
the bright future in the advertising field. People 
accept social media advertisement so marketers must 
concentrate more on social media advertisement.

Companies now have to look more towards the 
social media advertisement as it is taking over as 
one of the new and the best form of advertising. 
Even people who come on social media should 
be asked what kinds of advertisements they like 
to see while using the social media.

Social media today has started playing a key role 
in the purchase decision of the consumers and 
even people accept social media advertisement 
and even it is being one of the best ways for the 
marketers to market their products directly to their 
targeted consumer.

Social media marketing helps by increasing Website 
traffic, Conversions, Brand Awareness and creating 

a brand identity and positive brand association by 
improving Communication and interaction with key 
audiences and measure social media ROI.

VIII.SUGGESTIONS
To Improve Social Media Marketing some steps to 
be taken are:

Planning a social media marketing strategy is 
essential. We should do keyword research and 
brainstorm our content ideas to arouse target 
audience.

Content is the king when it comes to social media 
marketing. Make sure you offer valuable information 
that customers find interesting. Create content using 
images, videos, and info graphics in addition to the 
classic text-based one.

Using social media for marketing will enable us 
to project our brand image across different social 
media platforms. 

Blogging is a social media marketing tool that lets 
us share information and content with readers. The 
company blog will also serve as our social media 
marketing blog, in which we blog about our recent 
social media efforts, contests, and events. 

If social media for marketing relies on businesses 
sharing own unique, original content to gain followers 
it will be great to link to outside articles as well if 
they provide great, valuable information that target 
audience will enjoy as it improves trust and reliability.
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Tracking Competitors is important as it can provide valuable data for doing keyword research, where to get 
industry-related links and also other social media marketing insight. If our competitors are using a certain 
social media marketing technique that seems to be working for them, we can do the same thing, better.

We can analyze the success of social media marketing strategies by tracking data. Google Analytics can 
be used as a great social media marketing tool that helps measure triumphant social media marketing 
techniques and determine which strategies are to be abandoned. 
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Changing Paradigms in Regulating and Deregulating
the Sugar Pricing Mechanism in India

Dr. Musheer Ahmed* Faizanur Rahman**

ABSTRACT
India ranks first in sugar consumption and second in sugar production in world but its share in global sugar 
trade is below 4%. Indian sugar industry has been facing raw material and resource as well as infrastructural 
problems. Though the globalization has brought a number of opportunities but at the same time posed certain 
challenges before sugar industry. Most of the sugar units in India utilize production capacity below 50%. Low 
capacity utilization and inadequacy of raw material led to closer of larger number of sugar factories in India. In 
addition to this mounting losses and decreasing networth of sugar factories have been responsible for sickness of 
sugar industry. Gradually sickness in sugar industry has reached to an alarming proportion. Indian sugar industry 
has been cash striven for decades. Low cash inflow due to piling stocks leads to serious financial crisis and 
finally to closing sugar factories. Sugar and cane prices in India are highly regulated, causing high fluctuations 
in supply and demand conditions. Present price policy and regulation in the sugar sector in India has resulted 
in low sugarcane productivity, and stifled profitability and modernization of sugar mills. Sugar prices have been a 
political issue rather than economical issue; it worsens economy of sugar factories. The present paper look into 
all the issues related to regulation of the sugar sector and suggest ways and means to change those regulations 
in a manner that better promotes efficiency and investments and sets this sector on a higher growth trajectory, 
increasing employment in rural areas and enhancing incomes of all those involved in this sector.

Key Words: Public Distribution System, State Advised Price, Fair and Remunerative Price, Commission for 
Agriculture Cost and Price, Non-Levy Sugar, Levy Sugar

I. INTRODUCTION
In an era where there is a need for inclusive growth, 
the sugar industry is amongst the few industries that 
have successfully contributed to the rural economy. 
It has done so by commercially utilizing the rural 
resources to meet the large domestic demand for 
sugar and by generating surplus energy to meet 
the increasing energy needs of India. Indian sugar 
industry is a critical industry, as on one hand it 
services the domestic market, the largest in the 
world and on the other hand, it supports 50 million 
farmers and their families. It is the second largest 
agro based industry in India. The Indian domestic 
sugar market is one of the largest markets in the 
world, in volume terms. India is also the second 
largest sugar producing geography. India remains 
a key growth driver for world sugar, growing above 
the Asian and world consumption growth average. 
Globally speaking, in countries like Brazil and 
Thailand, regulations have a significant influence 
on the sugar sector. Thus, the perishable nature 
of cane, small farm landholdings and the need 
to influence domestic prices, all have been the 

drivers for regulations. In India too sugar is highly 
regulated. Since 1993, the regulatory environment 
has considerably eased, but sugar still continues 
to be an essential commodity under the Essential 
Commodity Act. There are regulations across the 
entire value chain land demarcation, sugarcane price, 
sugarcane procurement, sugar production and sale of 
sugar by mills in domestic and international markets. 
However, fundamental changes in the consumer 
profile and the demonstrated ability of the sector to 
continuously ensure availability of sugar for domestic 
consumption has diluted the need for sugar to be 
considered as an essential commodity. Sugar is 
the most tightly controlled agricultural commodity 
in India. The government regulates nearly every 
aspect of the industry, including how much sugar a 
producer can sell, the distance between two mills, 
the specific region from which a particular mill can 
buy cane, and the price it must pay for it. India is 
the second-largest producer of sugar behind Brazil 
but refining capacity hasn’t been climbing because 
of the tight government controls, which affect the 
profit margins of mills.
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II. REGULATIONS AND CONTROLS IN 
THE SUGAR SECTOR
India is the largest consumer of sugar and the 
second largest producer of sugar in the world. 
However, it does not have a reasonable degree 
of predictability in its production and trade policy 
with respect to sugar. The sector is characterized 
by controls across the entire value-chain of sugar 
production and sale, which not only hampers its 
efficiency but also exacerbates the cyclicality in 
sugar and sugarcane production. This characteristic 
of unpredictability in sugarcane production, coupled 
with the controls, does not allow the sugar sector to 
tap its full potential and thereby adversely impacts 
the interests of stakeholders across the value-chain 
viz., sugarcane growers, sugar mills or consumers. 
The highly perishable nature of sugarcane, the 
small land holdings of sugarcane farmers and the 
need to keep the price of sugar at a reasonably 
affordable level to make it available through the 
Public Distribution System (PDS) have been the 
drivers for regulation. The principal aspects regulated 
in the sugar sector are as under:

	(a)	 Cane Reservation Area and Bonding: Every 
designated mill is obligated to purchase from 
cane farmers within the cane reservation area, 
and conversely, farmers are bound to sell 
to the mill. As a consequence of the area 
requirement (distance criterion), setting up of 
a new mill requires approvals, notwithstanding 
delicensing under the Industries Development 
& Regulation Act, 1951. 

	(b)	 Minimum Distance Criterion: The Central 
Government under the Sugarcane Control Order 
has prescribed a minimum distance of 15 km 
between any two sugar mills. Enhancement of 
this distance has also been allowed on the 
request of some state governments.

	(c)	 Price of Sugarcane: The country has dual 
sugar pricing policy. On the one hand, the 
Centre Government fixes Fair and Remunerative 
Price (FRP) as the minimum price, which is 
also used for arriving at the price of levy sugar. 
On the other, many States have intervened 
in sugarcane pricing with State Advised Price 
(SAP) to strengthen the farmer interests. SAP 
has typically been higher than FRP. Farmers 
and millers on the one hand, and Commission 
for Agriculture Cost and Price (CACP) and 
states on the other, have held divergent views 
on which is a price fair to both farmers and 
millers.

	(d)	 Levy Sugar Obligation: Every sugar mill 
mandatorily surrenders 10% of its production 
to the Central Government at a pre-determined 
price, which is, at present, Rs. 1,904.82 per 
quintal. This enables Central Government to get 
access to low cost sugar stocks for distribution 
through PDS. The burden for the same being 
borne by the sugar sector. 

	(e)	 Regulated Release of Free-Sale (Non-Levy) 
Sugar: The release of non-levy sugar into the 
market is regulated by the Central Government 
through a controlled release mechanism. 
Earlier, monthly release orders were issued to 
each mill. Release orders have now become 
quarterly. The idea seems to be to match 
supply with anticipated demand based on the 
data available with the Directorate of Sugar.

	 (f)	 Trade Policy for Sugar: In this area depending 
on mill-wise monthly production and stocks, 
local production levels and world market 
conditions, quantitative controls on both exports 
and imports are common in the sector. This 
is an avoidable source of uncertainty for the 
industry.

	(g)	 Regulations Relating to By-Products: There 
are several regulatory hurdles in respect of 
the by-products of sugar industry. In respect 
of molasses, these are at the state level, in 
terms of state government decisions relating 
to fixation of quotas for different end uses of 
molasses, restrictions on movement (particularly 
across state boundaries), etc. In respect of 
cogeneration from bagasse, there are regulatory 
and implementation issues relating to freedom 
to sell power to consumers other than the local 
power utility, and resort by state governments 
or their electricity boards to restriction on 
such open access sale by frequent or routine 
invocation of statutory provisions meant to deal 
with emergencies.

	(h)	 Other Issues: Jute Packaging Materials 
(Compulsory Use in Packing Commodities) Act, 
1987 mandates that sugar be packed only in 
jute bags.

III. ADVERSE IMPACT OF CONTROL ON 
SUGAR INDUSTRY
Sugar industry is, perhaps, the only industry which 
continues to be highly regulated in the scenario of 
decontrol and liberalization. This has restricted the 
growth of the sugar industry as the controls have 
marred the sustained growth of the industry and 
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killed the competitiveness of the industry. The powers 
being vested with the Government for deciding the 
quantity of sugar and the period during which it has 
to be sold, the Government has most of the time 
been able to keep the sugar prices below cost of 
production. Moreover, the free sale sugar prices are 
further reduced because of the threat of converting 
unsold quantity to levy. The traders aware of this 
aspect take full advantage of it to bring down the 
price. The Government also imports sugar to control 
the open market sugar price. 

Sugar factories are forced to give a percentage of 
their sugar production to the Government nominees 
at very low price for supplying to Below Poverty 
Line (BPL) population under Public Distribution 
System (PDS). In other countries and in India also 
for other commodities the Government purchases 
the commodity at market price and the subsidy for 
providing the commodity is borne by the Government 
itself. This is not the case with regard to sugar. 
Further, if the levy sugar quota is not lifted, as is 
generally the case whenever the free sale market 
sugar price goes below levy sugar price, the sugar 
factories are expected to keep the levy quota alive, by 
replacing it with new season’s production till the lifting 
agencies make a demand for it, when the free sale 
market price of sugar goes up. As export of sugar 
is also under release mechanism, the Indian sugar 
industry is not able to take advantage of demands of 
the global market. The impact of all the adversities 
are more on cooperative sugar factories as they are 
organizations of small and marginal farmers with 
no alternative source of revenue unlike the private 
sector and they are law abiding, hence comply 
with the rules even under adverse circumstance.

IV. SUGAR POLICY OF THE GOVERNMENT
Sugar is a controlled commodity in India under 
Essential Commodities Act, 1955. It is in the 
interest of the general public in order to maintain 
increasing supply of essential commodities and for 
securing their equitable distribution at fair price, 
the government of India on April 1, 1955 passed 
the Essential Commodities Act. The Essential 
Commodities Act, 1955 enables the Government 
to control the production, supply, distribution and 
trading of certain commodities including sugar and 
sugarcane. Irrespective of the fact sugar being 
covered under the Essential Commodities Act, 1955 
‘sugar’ and ‘sugarcane’ have always been subjected 
to various controls as per the provisions of the Act 
and Rules there under:

�� Sugar (Control) Order, 1966
�� Sugarcane (Control) Order, 1966

�� Sugar (Packing and Marking) Order, 1970
�� Levy Sugar Price Equalization Fund Act, 1976 

(LSPEF Act)
�� Levy Sugar Supply (Control) Order, 1979.
�� Sugar Cess Act, 1982
�� Sugar Development Fund Act, 1982
�� Sugar Development Fund Rules, 1983

1. The Essential Commodities Act, 1955
This Act provides, in the interest of the general 
public, for the control of the production, supply and 
distribution of, and trade and commerce, in certain 
commodities. Sugar being an essential commodity 
is subject to the regulations under this Act. The 
Central Government may by order provide for 
regulating or prohibiting the production, supply and 
distribution thereof and trade and commerce therein 
for essential commodities, if it is of the opinion that 
it is necessary or expedient so to do for:

�� Maintaining or increasing the supply of essential 
commodity;

�� Securing their equitable distribution and availability 
at fair prices; and

�� Securing any essential commodity for the 
defence of India or the efficient conduct of 
military operations.

In February 2002, the Government removed the 
restriction on storage and movement of sugar and 
licensing requirement. Further in 2003, Government 
amended the Act by inserting clause 3(D) and 3(E) 
for validating the regulated release mechanism. 
The new amendment empowers Government to 
issue directions to implement the regulated release 
mechanism policy of the Government effectively.

	(a)	 On October  21,  2009,  an Ord inance 
was promulgated to amend the Essential 
Commodities Act, 1955. This Ordinance had 
following two provisions:

	(b)	 It added an Explanation to Section 3 of 
the Principal Act, stating that the Central 
Government, while procuring levy sugar, would 
not pay any price in excess of that calculated 
on the basis of the Minimum Price (SMP) for 
sugarcane set by the Central Government. This 
Explanation comes into effect from 1974. The 
Supreme Court has ruled that the price of 
levy sugar should include the additional price 
as indicated in Section 5A of the Sugarcane 
Control Order, 1966 (known as the Bhargava 
formula) and the State Advisory Price (SAP) 
set by State Governments. This amendment 
negated the judgment.
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The Ordinance also amended the price to be paid 
to sugar producers by the Central Government for 
procuring levy sugar. It specified that the price of 
sugar will be based on the “Fair and Remunerative 
Price (FRP)” fixed for sugarcane, and will include 
the manufacturing cost, duties, taxes and reasonable 
rate of return. Earlier the price was based on the 
Minimum Price (SMP) for sugarcane, and included the 
other costs and return. The FRP will be announced 
by the Central Government, similar to the earlier 
system of SMP. The Ordinance clarified that the 
Central Government would not pay any price in 
excess of that based on FRP for sugarcane.

2. Sugar Control Order, 1966
Sugar Control Order empowered the Central 
Government or State Government or any officer or 
authority of a State Government with the following 
powers:

	(a)	 Power to regulate production of sugar: The 
Central Government may, by order published in 
the official Gazette, direct that no sugar shall 
be manufactured from sugarcane except and 
in accordance with the conditions specified 
in a license issued in this behalf, whether 
on payment of a fee or otherwise. Clause 3 
deals with the power to regulate production 
of sugar through the grant of license (though 
the sugar industry has since been deleted 
from the list of industries requiring compulsory 
licensing under the provisions of the Industries 
(Development and Regulation) Act, 1951). A 
minimum distance of 15 km would continue 
to be observed between an existing sugar 
mill and a new mill. The entrepreneurs would 
be required to file an Industrial Entrepreneur 
Memoranda (IEM) with the Secretariat of 
Industrial Assistance in the Ministry of Industry.

	(b)	 Power to restrict sale, etc. of sugar by producer

	(c)	 Power to issue direction to producers and 
dealers

	(d)	 Sugar attached by government officers, etc., 
not to be sold without directions

	(e)	 Power to regulate movement of sugar

	 (f)	 Power to regulate quality of sugar: The 
Central Government may prescribe the quality 
of sugar in terms of Indian Sugar Standard 
Grades to which all or kind of sugar should 
conform at the time of delivery in pursuance 
of the direction issued to a producer under 
clause (f) of sub-section (2) of Section (3) of 

the Essential Commodities Act, 1955 or clause 
(5) of this order.

	(g)	 Power to call for information, etc: The Central 
Government or any person authorized in this 
behalf by the Central Government may with 
a view of securing compliance with this order, 
or to satisfy itself that any order or direction 
issued under this order is complied with.

	(h)	 Power to inspection, entry, search, sampling, 
seizure, etc: This Act was amended in 1999, 
to bring both sugar imports and importers under 
the purview of this order. Further restrictions 
related to stock holdings and other formalities 
have been removed with effective from July, 
2000. The Government has also abolished the 
turnover limits of 30 days applicable to recognize 
the dealers with effective from August, 2001.

3. Sugarcane Control Order, 1966
Sugarcane (Control) Order, 1966 provides for:
	(a)	 Price (SMP) for sugarcane purchased by sugar 

mills during each sugar season (Clause 3): 
	 i.	 Clause 3(1) and 3(2) deal with fixation of 

the Statutory Minimum Price having regard to 
following six criteria:

�� Cost of production of sugarcane;
�� Return to grower from alternative crops and the 

general trend of prices of agricultural commodities;
�� Availability of sugar to the consumer at a fair 

price;
�� Price at which sugar produced from sugarcane 

is sold by the producer of sugar;
�� Recovery of sugar from sugarcane; and
�� Realization from by-products such as molasses, 

bagasse, etc.
	 ii.	 Payment of interest at 15% per annum on 

amounts due beyond 14 days of delivery of 
sugarcane at factory gate (Clause 3(3A))

	 iii.	 Clause 3(7) deals with deposits to be made 
with the District Collector, within three months 
of close of a sugar year, amounts of cane price 
unpaid or lying unclaimed with the factory on 
the last day of the sugar year.

	(b)	 Payment of additional cane price to the 
growers (Clause 5A): Clause 5-A provides for 
payment of additional cane price in accordance 
with the formula contained in the Second 
Schedule to the Sugarcane (Control) Order, 
1966. This formula (generally referred to as 
‘the Bhargava Formula’) is meant to enable 
the farmer to get a remunerative price for the 
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cane supplied after 1-10-1974, by sharing the 
profits arising out of excess realization with 
the producer sugar factory.

	(c)	 Regulation of distribution and movement of 
sugarcane (Clause 6): Clause 6 deals with the 
power of Government to regulate distribution 
and movement of sugarcane such as, fixation 
of ‘reserved area’ for a sugar factory, grower, 
directing the cane supplier and sugar factory 
to enter into an agreement, prohibiting or 
restricting the export of sugarcane from any 
area without a permit, etc.

�� Licensing of power crushers and khandsari units 
and regulation.

�� Issue of directions to producers of khandsari 
sugar (Clause 8).

�� Power to call for information, etc. from producers 
(Clause 9).

�� Power to entry, search and seizure (Clause 9A).
�� Delegation of powers conferred by the Sugar 

(Control) Order, 1966 to any officer or authority 
of the Central or State Government.

In October, 2009 the Central Government issued 
an Order to amend the Sugarcane Control Order, 
1966. The Amendment Order replaced the “minimum 
price” by “fair and remunerative price”. It included 
a seventh factor “(g) reasonable margin to the 
growers of sugarcane on account of risk and profits”. 
It added Clause 3B which required that the state 
governments should bear the incremental cost if it 
fixes SAP higher than FRP. It also deleted Clause 
5A and the Second Schedule; sugar mills shall not 
pay an additional price based on the Bhargava 
formula. The key implications from this amendment 
can be summarized as follows:

	 i,	 The Central Government shall pay a price for 
levy sugar based solely on the FRP that it sets 
for sugarcane. It will not take into account any 
higher price paid or payable for sugarcane by 
sugar mills.

	 ii.	 The FRP will include a reasonable margin to 
the sugarcane grower for risk and profit.

	 iii.	 If a State Government fixes a price for sugarcane 
(such as SAP) which is higher than FRP, it 
will have to pay the difference between SAP 
and FRP to the sugarcane grower.

	 iv.	 The sugar mills will not share its excess profits 
with the sugarcane growers, as mandated by 
the Bhargava Formula.

Later Government agreed to drop Clause 3B vide 
Sugarcane Control Amendment Order, 2010, which 

implied sugar mills will pay higher of FRP or SAP. 
However, other things remained status quo.

4. Levy Sugar Supply (Control) Order, 
1979
Levy Sugar Supply (Control) Order, 1979, provides 
for powers to issue direction to producer or dealer 
for supply of levy sugar requisitioned by the Central 
Government through an order made with reference 
to Section 3(2) (f) of the E.C. Act, 1955. Month-
to-month release orders for delivery of levy sugar 
are issued in exercise of the powers conferred by 
this Order

5. Sugar (Packing and Marking) Order, 
1970
Sugar (Packing and Marking) Order, 1970 provides 
markings to be indicated on sugar bags. Unless 
otherwise permitted by central government, sugar 
is required to be packed in jute bags conforming 
to Indian standard specifications. Sugar meant for 
the purpose of export and small-consumed packs 
of 5 kg and below have been exempted from the 
compulsory use of jute bags.

6. Sugar Cess Act 1982
The Sugar Cess Act 1982 was enacted to provide 
for the imposition of a cess on sugar for the 
development of sugar industry and for matters 
connected therewith.

7. Sugar Development Fund Act 1982
The object of the Sugar Development Fund, 1982 
(SDF Act) in the formation of the Sugar Development 
Fund to be applied for the purpose of rendering 
financial assistance through loans at concessional 
rates for rehabilitation and modernization of sugar 
factories as well as for sugarcane development and 
for encouraging research aimed at development of 
sugar industry by making grant.

8. Sugar Development Fund Rules 1983
The Sugar Development Fund Rules, 1983 were 
made in exercise of the powers conferred by 
Section 9 of the SDF Act, 1982, to provide for (a) 
the manner in which any loss or grants out of the 
fund and the terms and conditions thereof, (b) the 
manner and form in which applications are to be 
made; (C) the composition of the committee and 
the procedure to be followed by it in the discharge 
of its functions and (d) the form in which and the 
period within which statistical and other information 
may be furnished by sugar factories
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9. Levy Sugar Price Equalization Fund 
Act, 1976
The Levy Sugar Price Equalization Fund Act 
1976 (LSPEF Act) was enacted to provide for the 
establishment, in the public interest, of a Fund to 
ensure that the price of levy sugar may be uniform 
throughout India and for matters connected therewith 
or incidental thereto.

These controls have outlived their utility and are no 
more relevant under the changed scenario. Thus 
taking it into consideration the Government of India 
initiated de-licensing policy in sugar industry on 11th 
September, 1998 in view of globalization process, 
and since then industry has experienced significant 
changes. During 1988-89 to 1991-92, government 
had introduced partial control in accordance with 
levy-free sugar ratio was 45:55. It was 40:60 during 
1992-93 to 1996-97. The decontrol of sugar trade 
got momentum in due course and in 2005 levy 
free sugar ratio is 10:90. The delicensing caused 
the installed capacity in the sugar sector to grow 
at almost 7% annually between 1998-99 to 2011-
12 compared to 3.3% annually between 1990-91 to 
1997-98. The delicensing also contributed significantly 
to a structural transformation in the sugar industry. 
Till 1997-98, sugar cooperatives dominated the sugar 
industry but by 2011-12 this changed significantly 
with the private sector contributing the largest share 
of total installed capacity. Although delicensing 
removed some regulations in the sugar sector but 
other regulations persisted. The drivers for regulations 
were: (i) the highly perishable nature of sugarcane; 
(ii) the small land holdings of sugarcane farmers; 
and (iii) the need to keep the price of sugar at 
reasonably affordable levels while making it available 
through the Public Distribution System (PDS).

The Committee appointed by government under 
chairmanship of S.K. Tuteja recommended decontrol 
of free sale sugar by October, 2005. The Central 
government announced statutory minimum prices 
(SMP) of sugarcane and on this basis state 
governments fix state advised prices (SAP). 
Unfortunately, SAP is being used as a political tool 
and has been main concern of sugar mills as it 
results in escalation of production costs. Taking it 
as a matter of great concern the Economic Advisory 
Council to the Prime Minister under chairmanship of 
C. Rangarajan submitted a Report on the Regulation 
of Sugar Sector in India: The Way Forward on 
October 5, 2012. The Report examines the issues 
related to the regulation of the sugar sector, and 
suggests ways to promote efficiency and investments 
in the sector. The Committee found that existing 

regulations were stunting the growth of the industry 
and recommended that the sector be deregulated. 
The Deregulation would enable the industry to 
leverage the expanding opportunities created by 
the rising demand of sugar and sugarcane as a 
source of renewable energy.

V. RECOMMENDATIONS OF REPORT ON 
THE REGULATION OF SUGAR SECTOR 
IN INDIA: THE WAY FORWARD
The Committee (under chairmanship of C. Rangarajan) 
looks into all the issue of deregulation of sugar 
sector and recommendations made are as follows:

	(a)	 Cane Reservation Area and Bonding: Every 
designated mill is obligated to purchase from 
cane farmers within the cane reservation area, 
and conversely, farmers are bound to sell to 
the mill. This ensures a minimum supply of 
cane to a mill, while committing the mill to 
procure at a minimum price. However, this 
arrangement reduces the bargaining power of 
the farmer. He is forced to sell to a mill even 
if there are cane arrears which occur when 
sugar mill owners delay payment to farmers 
for the sugarcane supplied. Mills, on their part, 
lose flexibility in augmenting cane supplies, 
especially when there is a shortfall in sugarcane 
production in the cane reservation area. Mills 
are also restricted to the quality of cane that is 
supplied by farmers in the area. The Committee 
recommended that over a period of time, states 
should encourage development of market-based 
long-term contractual arrangements, and phase 
out cane reservation area and bonding. Such 
individual contracts with farmers would give 
them the flexibility to decide which mill they 
want to sell their produce to. 

	(b)	 Minimum Distance Criterion: The central 
government under the Sugarcane Control Order 
has prescribed a minimum radial distance of 
15 km between any two sugar mills. This 
regulation is expected to ensure a minimum 
availability of cane for all mills. However, this 
criterion often causes distortion in the market. 
The virtual monopoly over a large area can give 
the mills power over farmers, especially where 
landholdings are smaller. In addition to restricting 
competition, the regulation inhibits entry and 
further investment by entrepreneurs. In order to 
increase competition and ensure a better price 
for farmers, the Committee recommended that 
the distance norm be reviewed. The removal 
of the regulation will ensure better prices for 
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farmers and force existing mills to pay them 
the cane price on time.

	(c)	 Price of Sugarcane: The central government 
fixes the Fair and Remunerative Price (FRP) as 
a minimum price that is paid by mills to farmers. 
The States can also intervene in sugarcane 
pricing with a State Advised Price (SAP) to 
strengthen farmer’s interests. Generally, SAP is 
higher than FRP. There have been divergent 
views on which is a fair price to both farmers 
and millers. The Committee recommended that 
states should not declare an SAP. It suggested 
determining cane prices according to scientifically 
sound and economically fair principles. The 
committee agreed that sharing of the revenues 
or value created in the sugarcane production 
chain should be in a ratio of 70:30 between 
farmers and millers. This ratio should also 
apply to the revenue generated from sale of 
primary by-products of sugar. Thus, actual 
payment for cane dues would happen in two 
steps. The first would be a payment of a floor 
price (FRP) from mills to farmers. The balance 
payment of cane dues will depend on the final 
sugar price that mills sell at. These dues will 
be split between farmers and millers on the 
lines indicated above.

	(d)	 Levy Sugar Obligation: Every sugar mill 
mandatorily surrenders 10% of its production 
to the central government at a price lower 
than the market price, this is known as levy 
sugar. This enables the central government 
to get access to low cost sugar stocks for 
distribution through PDS. The policy of levy 
sugar puts the burden of a government social 
welfare programme (PDS) on the industry. A 
price lower than the open market price implies 
lower returns for mills, which eventually impacts 
cane payments to farmers. The Committee 
recommended dispensing with levy sugar and 
doing away with a centralized arrangement for 
PDS sugar. The States that want to provide 
sugar under PDS may henceforth procure it 
directly from the market. 

	(e)	 Regulated Release of Non-Levy Sugar: The 
central government allows the release of non-
levy sugar into the market on a periodic basis. 
Currently, release orders are on a quarterly 
basis. Thus, sugar produced over the four-to-
six month sugar season is sold throughout the 
year by distributing the release of stock evenly 
across the year. The mechanism of regulated 
release imposes costs directly on mills and 

hence indirectly on farmers. In this way, mills 
can neither take advantage of high prices to 
sell the maximum possible stock, nor dispose 
of their stock to raise cash for meeting various 
obligations. This adversely impacts the ability 
of mills to pay sugarcane farmers in time. 
The Committee recommended removing the 
regulations on release of non-levy sugar to 
improve the financial health of the sugar mills. 
This, in turn, will lead to timely payments to 
farmers and a reduction in cane arrears. 

	 (f)	 Trade Policy for Sugar: The government 
has set controls on both exports and imports. 
These controls are imposed after taking into 
account the domestic availability, demand and 
price of sugarcane. A number of cascading 
import controls and export permits are used 
to achieve this. Even though India contributes 
17% to global sugar production being second 
largest producer in the world but its share in 
exports is only 4%. This has been at the cost 
of considerable instability for the sugar cane 
industry and its production. The Committee 
recommended that all existing quantitative 
restrictions on trade in sugar should be removed 
and converted into tariffs. In this regard 
appropriate tariff in the form of a moderate 
duty on imports and exports, not exceeding 
5-10%, should be applied. Such a trade policy 
will be neutral to consumers and producers. 
The tariff can be changed when world prices 
are very high or low. 

	(g)	 Regulations Relating to By-Products: 
There are certain restrictions that have been 
placed on by-products of sugarcane such as 
molasses and bagasse. In this regards the 
State governments fix quotas for different end 
uses of molasses and restrict their movement, 
particularly across state boundaries. In some 
states restrictions on the mills that can sell 
power generated from bagasse to users other 
than the local power utility have also imposed. 
Mills are also restricted from selling power 
generated from bagasse to other states. The 
restrictions impede the revenue realization from 
cogeneration and reduce economic efficiency. 
The committee recommended that there should 
be no restrictions on sale of by-products and 
prices should be market determined. States 
should also undertake policy reform to allow 
mills to harness power generated from bagasse. 

	(h)	 Other issues:  The Jute Packaging Materials 
(Compulsory use in Packing Commodities) Act, 
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1987 (JPMA) mandates that sugar be packed 
only in jute bags. The sugar industry estimates 
that this leads to an increase in cost by about 
40 paise per kg of sugar besides adversely 
impacting quality. The committee recommended 
removing the sugar industry from the purview 
of the JPMA. 

VI. CANE AND SUGAR PRICING
The Central Government fixes the Fair and 
Remunerative Price (FRP) of sugarcane under 
Clause 3(1) of the Sugarcane (Control) Order, 
1966. Under the extant sugar policy of the Central 
Government, sugar mills are obliged to supply 10% 
of their production as levy sugar for supply in the 
Public Distribution System (PDS). The price of 
levy sugar is determined by the Government under 
the provisions of the Essential Commodities Act, 
1955. The price of the Non-levy sugar is market 
determined and depends upon many factors like 
domestic demand and supply, international price 
of sugar and market sentiments etc. The FRP is a 
benchmark guaranteed price of sugarcane determined 
by the Central Government below which no sugar 
mill can purchase sugarcane from cane growers. 
Thus, a minimum price is assured to the farmers. 
Hence, the sugarcane pricing policy is beneficial 
to the farmers.

(a) Levy Sugar and the Release Mecha-
nism for Non-Levy Sugar
The country has dual sugar pricing policy:

	 (i)	 Levy Sugar Price (Fixed by Government): 
Levy sugar means sugar requisitioned by 
the Central Government under clause (f) of 
sub-section (2) of section 3 of the Essential 
Commodities Act, 1955. It is administered 
through the Levy Sugar Supply (Control) Order, 
1979. Under this system, every sugar mill 
mandatorily surrenders 10%1 of its production 
to the Central Government as levy sugar, at 
a pre-determined price. This enables Central 
Government to get access to low cost sugar 
stocks for distribution through PDS and for 
supply to Army Purchase Organization (APO)/
Central Paramilitary Forces. The State agencies 
/ FCI lift levy sugar after paying the ex-mill levy 
sugar price plus excise duty, sugar cess, and 
education cess and transport it to their godowns 
in respective states/Union Territories (UT). The 
responsibility of distribution of sugar through 
the Public Distribution System and maintaining 

smooth operation of PDS in the State / UT 
lies with the respective State Government/UT 
Administration. The price paid to mills for levy 
sugar by the government is based on certain 
norms which take into account factors such 
as the average notified cane price payable 
by sugar mills to cane growers, the cost of 
conversion of cane into sugar, extra realizations 
made on sale of non-levy sugar stocks and 
the need for ensuring a reasonable return on 
capital employed by the industry on disposal 
of the entire production of sugar, both levy 
and non-levy or free sale.

	 (ii)	 Non Levy-Sugar (Free Market Price): The 
sugar remaining after supplying as levy 
sugar (at present 90%) is allowed to be sold 
as non-levy sugar, which is called free-sale 
sugar in common parlance, by way of periodic 
releases (now quarterly), applicable uniformly 
to all sugar mills. The quantum of non-levy 
sugar to be released for a particular duration 
(now a quarter) for domestic consumption is 
decided by the Central Government having 
regard to the production, stock, requirement 
and prices of sugar in the country. On the 
basis of the non-levy (free sale) quota decided 
by the Central Government, monthly release 
orders for sale of sugar in the open market 
are issued. This mechanism supposedly helps 
keep sugar prices in open market at a stable 
level. In effect, the sale of entire production 
of sugar which is manufactured during five to 
six months of the sugar season is controlled 
and regulated for sale and distribution in a 
staggered manner.

(b) Methodology for Determination of 
Cane and Sugar Price
The Central Government fixes the Statutory Minimum 
Price (SMP) of sugarcane in terms of Clause 3 
of the Sugarcane (Control) Order, 1966, for each 
sugar season. The SMP is fixed on the basis of the 
recommendations of the Commission for Agricultural 
Costs and Prices (CACP) and after consulting the 
State Governments and associations of sugar industry 
and cane growers. The SMP is fixed having regard 
to the following factors: 

	 i.	 Cost of production of sugarcane;

	 ii.	 Return to the growers from alternative crops 
and the general trend of prices of agricultural 
commodities;

1. At present, levy sugar is 10% and has been so for the past few years, except in 2009-10 when it was raised to 20%.
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	 iii.	 Availability of sugar to consumers at a fair 
price;

	 iv.	 Price at which sugar produced from sugarcane 
is sold by sugar producers; and

	 v.	 Recovery of sugar from sugarcane.

In May, 2004 the Supreme Court upheld the right of 
State Governments for having a specific legislation 
for this purpose, to fix sugarcane prices over and 
above the Statutory Minimum Price (SMP) declared 
by the Centre. The Supreme Court ruling was in 
response to a Special petition filed by Government 
of UP challenging an interim order of Allahabad High 
Court delivered in December, 1996, which stated 
that State Governments were not legally permitted 
to fix cane prices paid by the mills to the farmers. 
This order gave legitimacy to State Advisory Price 
(SAP) announced by UP Government.

In October, 2009, the Centre amended the Essential 
Commodities Act, 1955, through an Ordinance 
providing for fixing the levy price of sugar on a 
‘fair and remunerative price’ to be announced by 
the Centre. The move raised serious concerns in 
the sugar industry which supplies one-fifth of its 
sugar production at a levy price, markedly lower 
than the open market price to support the public 
distribution system. In 2009-2010, sugar industry 
is set to supply 20 per cent of its production at a 
levy price of about Rs 13.50 a kg, fixed in 2003-04, 
against an open market price of about Rs 45 a kg 
in January, 2010. This represents a loss of revenue 
potential of a few thousand crore rupees to the 
sugar mill owners or shareholders. The Ordinance 
came into effect from October 21, 2009, and makes 
the amendments effective from October 1, 1974. As 
per this amendment, levy price of sugar would be 
computed based on a ‘fair and remunerative price’ 
for sugarcane that would be fixed by the Centre. 
The objective is to put in place a uniform norm 
to determine the levy price of sugar and ensure 
that when the State Governments hike the price of 
sugarcane, they bear the additional cost of levy on 
sugar as a result of the higher sugarcane price. 

Prior to the amendment, the Centre announced a 
Statutory Minimum Price (SMP) for sugarcane to 
which the State Governments added an additional 
component of State Advised Price (SAP) to augment 
farmers’ income. The levy price for sugar took into 
account the SAP to compute the of same, apart 
from the impact of provisions in the Sugarcane 
Control Order, 1966, which provides for an additional 
cane price at the end of the sugar season. The 
Ordinance amends the Essential Commodities Act, 
1955, that the levy price of sugar is based on the 

fair and remunerative price fixed for sugarcane by 
the Centre, manufacturing cost of sugar, duty or 
taxes paid, and securing reasonable returns on 
the capital employed in producing sugar. The levy 
price will not take into account the SAP or the 
additional price of sugarcane as provided under 
the Sugarcane Control Order, 1966.

(c)Rationale behind Deregulation on 
Pricing Policy
Thus by not allowing market forces of demand and 
supply to operate as in the case of other industries 
to bring about price equilibrium leads to market 
distortions. Mills can neither take advantage of high 
prices to sell the maximum possible stock nor dispose 
of their stock to raise cash for meeting various 
obligations. This adversely impacts the financial 
health of mills and their ability to pay sugarcane 
farmers in time. It also leads to speculation, litigation 
(with courts permitting sale of levy or regulated 
non-levy quota) and inaccurate reporting by mills. 
The Dual pricing of sugar adds to costs as stock 
holdings get duplicated one for PDS and the other 
for non-levy sugar. Mills are locked into fixed ratios 
of supplies and cannot hold and finance stocks 
at least cost, which could lower stockholding and 
finance charges. It is debatable how far the regulated 
release policy has succeeded as sugar prices have 
demonstrated a high degree of volatility and have 
risen regardless in years of poor production. In this 
regard it is also worth noting that there is no other 
agricultural commodity which is subject to such a 
regulated release system and even sugar is not 
regulated anywhere else in the world. 

The stakeholders in the sugar sector, including 
farmer associations have requested for the removal 
of these two controls. It has been strongly argued 
that removal of these controls will lead to better 
financial health of the sugar mills. This will, in turn, 
lead to timely payments to the farmers and reduction 
in cane arrears. In addition to this, removal of levy 
obligation and the regulated release mechanism would 
lead to an efficient, competitive market and eliminate 
inefficiencies that have crept into the system. The 
Rangarajan Committee has, inter-alia, recommended 
removal of levy sugar obligation, dispensing with 
regulated release mechanism and rationalization 
of sugarcane pricing. The recommendations of the 
Committee are under active consideration of the 
Government.

VII. CONCLUSION
Sugar industry is the second largest agro-based 
industry in India. Sugar factories have been 
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instrumental in building confidence among rural 
people and strengthening industrial base in rural 
India. In the era of globalization, sugar industry 
needs more competitive edge which can be given 
by way of modernization, enhancing productivity, and 
manufacturing excellent quality sugar at competitive 
prices. It needs quality management at every level 
of activity to enhance its performance. If sugar 
industry is decontrolled it will be operating at par 
with other agro based industries and it will be 
their efficiency and paying capacity to the cane 
farmers that will govern the sustainability of the 
industry. Thus with the freedom granted to sell 
sugar and other products, as per demands, it will 
improve the efficiency of management and bring 
in more professionalism. It will make the industry 
more competitive nationally and internationally as it 
will be functioning on the rules of market demand 
and supply. The competitive market will force the 
industry to improve the quality of sugar and its 
co-products and encourage reduction in cost of 
production. The Indian sugar industry like in Brazil 
will be able to switch over to the manufacture and 
supply of co-products of the industry depending 
on the demand. Thus with the assured realization 

on sugar, the factories will be able to modernize, 
expand, diversify and create complexes of sugar 
industry. The decontrol will remove the induced 
cycle of shortage and abundance of sugarcane 
and sugar created because of variations in sugar 
prices. Last, but not the least, it will create an 
affinity and link of sugarcane farmers with the sugar 
factories. They will be functioning as a whole. This 
has been the important aspect of the success of 
sugar cooperatives but has been eroded in recent 
years because of intensive controls. 

Considering the necessity of deregulating the sugar 
pricing policy and on the basis of recommendation 
of Ragarajan Committee, the Government of India 
recently abolished the monthly release mechanism 
and the mills’ obligation to supply levy sugar for 
subsidized distribution under the Public Distribution 
System, thus allowing market forces to come into play. 
However, the Centre will continue to provide sugar 
to the poor under the PDS. But state governments 
will continue to exercise controls in certain specific 
area over the sugar industry, such as the distance 
between sugar mills and the cane-purchase price. 
At the same time sugar producers will be able to 
charge whatever price the market will bear. 
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Measuring Service Quality in Insurance Sector
Upendra Singh Panwar Dr. Anukool Manish Hyde

ABSTRACT
The service quality has become a highly instrumental co-efficient in the aggressive competitive marketing. For 
firm’s success and survival in today’s cut throat competitive environment, delivering quality service is of supreme 
importance for any economic enterprise. Quality generally refers to something done by human beings at a very 
high level of excellence, often-times in the sense of works of perfection as being distinctive from inferior mediocre 
performance. This is the sense in which quality will be used here. There is another sense of ‘quality’ as being 
a continuum from very poor to excellent. 
This is an empirical study where primary data has been collected through a scale of Parasuraman, Zeithml, 
and berry 1986, 1988). The scale has been administered on 180 customers of Nationalised Insurer, chosen 
on a convenient basis. The purpose of this paper is to evaluate the service quality of government owned 
Insurance, based on different levels of ‘customers’ perception regarding service quality.This paper will make a 
useful contribution given that there are only a few studies dealing with the assessment of service quality in 
government insurance sector.
Keywords: Service quality, Life insurance, Perception, Critical factors, Customer services quality, Customer 
satisfaction, Insurer, Nationalized Insurer, Customer, and Customer relations.

INTRODUCTION
In recent years, there has been a renaissance of 
concern in services due to their growing significance 
in both developed and developing countries (Hubner, 
1997; Hunerberg and Mann, 1997; Keegan and 
Schlegelmilch, 2001; Muhlbacher et al., 1999). Over 
the past decades, the share of GDP attributable to 
services has continuous growing in many countries 
and accounts for more than 60% of the world output 
today (Kotabe and Helsen, 2004). This trend is 
bound to carry on in the future.
Quality refers to something done by human-beings 
at a very high level of superiority, often-times in the 
sense of works of perfection as being distinctive 
from inferior mediocre performance. This is the 
sense in which quality will be used here. There is 
another sense of ‘quality’ as being a scale from 
very poor to excellent. All stages of the continuum 
are part of ‘quality’ in that they all express some 
level of attainment of quality even if in the inferior 
ranges. This sense is not helpful if what one wants 
to concentrate on is the ‘best’ effort as distinct 
from all efforts.

Service quality
In general, the quality is basically classified into five 
categories, viz. transcendent, product led, process 
or supply led, customer led and value led. The 
definition of service quality is based on customer-
led quality definition where quality is defined as 

satisfying customer’s requirements (Deming, Juran, 
Feigenbaum and Ishikawa), relying on the ability of 
the organization to determine customers’ requirements 
and then meet these requirements. 
The service industries are mostly customer driven 
and their survival in competitive environment largely 
depends on quality of the service provided by 
them. In this context, quality of service furnished 
by banking sector is very important and profitability 
of their business is closely connected to the quality 
of service they render.

REVIEW OF LITERATURE
Astrid A. Dick (2007) found in his research on “Market 
Size, Service Quality, and Competition in Banking”, 
that Quality increases with market size and Dominant 
banks provide higher quality than do fringe banks. 
Moreover, dominant banks in larger markets provide 
higher quality than do dominant banks in smaller 
markets; also Banks do not carve out areas within 
the relevant geographic banking market, but rather 
compete with each other closely. However, in terms 
of the product market, dominant and fringe banks 
might focus on a few different sectors.
Andreas Soteriou, Stavros A. Zenios (1997) study 
on “Efficiency, Profitability and Quality of Banking 
Services” indicated that superior insights can be 
obtained by analyzing simultaneously operations, 
service quality and profitability simultaneously, than 
the information obtained from benchmarking studies 
of these three dimensions separately.
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Bolton and Drew (1994) in their research on “Linking 
Customer Satisfaction to Service Operations and 
Outcomes,” in Service Quality, found that there is 
a difference between a single encounter and the 
total service experience and in that regard stated: 
“In a dynamic framework, customer satisfaction 
with a specific service encounter depends on pre-
existing or contemporaneous attitudes about service 
quality and customer post-usage attitudes depend 
on satisfaction.” 

Berry (1995) in his study, the amount of money 
that is typically invested in an insurance policy, 
customers seek long-term associations with their 
insurance companies and particular agents in order 
to reduce risks and qualms 

Carme Saurina and Germà Coenders (2002) in their 
empirical study “Predicting Overall Service Quality. 
A Structural Equation Modeling Approach” suggests 
that satisfaction and quality are the same construct 
in the context of banking services in the country of 
Girona. Customers seem not to perceive the minor 
differences between the conceptual definitions of 
both concepts as given by marketing theoreticians.

Crosby and Stephens (1987) in their research, said 
that the life insurance purchase output are often 
delayed, and thus does not allow immediate post-
purchase valuation. As such, overall satisfaction 
can’t be immediately measured through reaction 
towards purchase. This situation is more obvious 
as the future benefits of the “product” purchased 
are difficult to foresee and take a long time to 
“prove” its effects. 

Frances X. Frei, Ravi Kalakota (1997) and Leslie 
M. Marx in their study of “Process Variation as a 
Determinant of Service Quality and bank Performance” 
Evidence from the Retail Banking that while aggregate 
process performance seems to have an effect on 
firm performance it has no effect on customer 
satisfaction. However, one of the striking findings 
of their paper is the persistent and statistically 
significant positive effect of process variation on firm 
performance. This finding suggested that service 
processes with consistent (low variation) process 
performance can play a role in helping firms deliver 
high firm performance. This partly explains how 
smaller banks, going against conventional wisdom, 
have been able to achieve higher overall firm 
financial performance than their larger competitors, 
who have a much higher asset base and more 
diverse service delivery channels.

Gronroos (1984) in his study, the insurance companies 
offer services that are acceptance products with 

very little cues to signal quality. It’s suggested 
that consumers usually rely on the extrinsic cues 
like brand image to ascertain and perceive service 
quality. So this factor is especially true for a “pure” 
service such as insurance, which has very low 
tangible aspects of its quality and is highly relational 
during most transactions. There is also lack of price 
signal in the market due to specialized customer 
needs and some difficulty in comparing prices; 
thus consumers cannot rely solely on price as an 
extrinsic cue to signal quality.

Johnston et al., (1984) in their study, infrequent 
acquiring and “usage” of insurance credence products 
by consumers would mean an inability or complexity 
in forming service expectations due to inadequate 
understanding of and familiarity with the service 

Slattery, (1989) in his study found that the quality 
of the agent’s service and his relationship with the 
customer serves to either alleviate or exaggerate 
the perceived risk in purchasing the life insurance 
product. Putting the customer first, and, exhibiting 
trust and integrity have found to be an important 
aspect in selling insurance.

Sherden (1987) in his research found that high 
quality service (defined as exceeding “customers’ 
expectations”) is rare in the life insurance industry 
but increasingly demanded by customers. 

Toran (1993) in his research, pure services 
like insurance may, therefore, conjure different 
expectations than that of services that include 
tangible products. 

RATIONALE
Due to globalization the service sector of the global 
economy grows, due to which, the study of services 
and innovation are becoming ever more important. 
Service products are spread over regionally, nationally, 
and globally have become larger portion of company 
income; knowledge-intensive business services aimed 
at enhancing act require trustworthy methods of 
measurement, assessment, and improvement. As a 
result, accurate and reliable instruments that assess 
service quality are of great interest to companies 
whose revenues come from service delivery. Perhaps 
the most popular and widely used service quality 
instrument is SERVQUAL. Also business operations 
are not whole without discussion about insurance; 
hence it is critical to know the service quality of 
this sector. This study would be measuring the 
service quality of government insurance , through 
the consumer. 
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OBJECTIVE
1.	 To study Service Quality among Government 

Insurance customers with respect to qualification.

2.	 To measure the Service Quality among customers 
of Government Insurance with respect to gender.

3.	 To study the level of Service Quality amongst 
Government Insurance customers with respect 
to age.

HYPOTHESIS
H01: There is no significant difference in Service 
Quality amongst Government insurance customers 
with respect to qualification .

H11: There is a significant difference in Service 
Quality amongst Government insurance customers 
with respect to qualification.

H02 There is no significant difference in Service 
Quality of Government insurance with respect to age.

H12: There is a significant difference in Service 
Quality of Government insurance with respect to age.

H03: There is no significant difference in Service 
Quality amongst Government insurance customers 
with respect to gender.

H13: There is a significant difference in Service 
Quality amongst Government insurance customers 
with respect to gender.

METHODOLOGY
	(a)	 Sampling Technique: Convenient.

	(b)	 Sampling Unit: Customers of Government 
Insurance .

	(c)	 Sampling Size: 181 from Government Insurance 
.

	(d)	 Tools for Data Collection: Service Quality scale 
SERVQUAL of (Parasuraman, Zeithml, and 
berry 1986, 1988).

Tools for Data Analysis: Normality test, t- test.

Reliability of the Measure: Reliability of the measure 
was assessed with the use of cronbach’s alpha 
on all the 22 items. Cronbach’s alpha is designed 
as a measure of internal consistency that is all 
the items within the instrument measure the same 
thing. It allows us to measure the reliability of 
different variables. It consists of estimates of how 
much variation in scores of different variables is 
attributable to change or random errors (Selltiz et 
al. 1976). As a general rule, a coefficient greater 
than or equal to 0.7 is considered acceptable and 

a good indication of construct reliability (Nunnally 
1978). The Cronbach’s alpha for the questionnaire 
is (1.18). Hence, it is reliable and can be used 
for analysis.

Kolmogorove- Smirnov test is performed to examine 
if the values follow normal distribution. This test is 
essential to compare the averages of respondents. 
The result of the test (table 1) shows that values 
in individualist and collectivist behaviors among 
customers of banks follow normal distribution hence 
t-test can be used for comparing means.

Table 4 shows that the mean, median and mode 
for all the 22 dimensions of service quality are 
almost likely the same. This means that the data 
were approximation to a normal distribution.

A total of 180 respondents were selected out of 
which 126 were male and 54 were female. Also 88 
were in age group of 20-30 and 62 were in age 
group of 30-40, 20 in 40-50 and 22 were Graduate 
and 94 were Post Graduate and 64 were above 
PG. The tool was evenly distributed among all age 
group and among both gender of all qualification 
i.e. graduate and post graduate and above PG.

RESULT AND ANALYSIS
Testing of Hypothesis 1, (Based on Qualification)

There is no significant difference in service quality 
qualification wise i.e. graduate and post graduate and 
above post graduate as the significance value here 
is .418 which is more than .05, which means there 
is no significant difference between the perception 
of different qualification wise for the service quality 
provided by the government insurance company, 
so the hypothesis H11 fails. This shows that there 
is no significance difference in the perception of 
graduate and post graduate and above PG and 
service provided to all sections of qualification 
should be same.

When we analyze by different qualification wise then 
result shows that Graduate and PG significance is 
.402, Graduate and above PG is .693, PG and 
above PG is .79 which all are above the value of 
.05, which itself describes no significance difference 
qualification wise.

Vasanthakumari P. in the study “Customer satisfaction: 
A comparison between new generation banks and 
Old generation banks” found out from the study that 
there is no significant difference in the service quality 
perception of customers with respect to their level 
of education The average service quality score of 
respondents who have had education up to school 
level is 105.333, that for respondents who have 
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had education up to college level is 101.727 and 
that for respondents who have had professional 
education is 96.167

Testing of Hypothesis 2, (Based on 
Age)
The result shows that service quality of different age 
group of 20-30, 30-40, 40-50, 50-60 and above 60 
is .268 which is more than .05 that means there 
is no significant difference between the service 
qualities of this age group, This means service 
provided to all age group should be same. so the 
hypothesis H12 fails. 

When we analyze by different age wise group then 
result shows that:

Age between: 20-30 and 30-40 is .564, 20-30 and 
40-50 is .884, 20-30 and 50-60 is .98, 20-30 and 
60 and above is .74, 30-40 and 40-50 is 1, 30-40 
and 50-60 is .74, 30-40 and 60 and above is .525, 
40-50 and 50-60 is .83, 40-50 and 60 and above 
is .57, 50-60 and 60 and above is .918 which all 
are above the value of .05, which itself describes 
no significance difference age wise. 

Uma Sankar, Mishra Kalyan Kumar Sahoo et.al 
(2010) in their study of “Service Quality Assessment 
in Banking Industry of India: A Comparative Study 
between Public and Private Sectors” The analysis 
of responses clearly reveals that there exists no 
perceptual difference among customers regarding 
overall service quality with their respective banks. 

Vasanthakumari P. in study “Customer satisfaction: 
A comparison between new generation banks and 
Old generation banks” found out from the study that 
there is no significant difference in the service quality 
perception of customers with respect to their age. 
The average service quality score of respondents 
with age up to 40 is 98.200 and that for age 40 
plus is 103.000.

Testing of Hypothesis 3, (Based on 
Gender)
Result shows that there is significant difference in the 
service quality with respect to the gender i.e. Male 
and Female. This difference is .031 which is less 
than .05 so there is significant difference between 
the values of the gender wise, so the hypothesis 
H13 passes. The reason can be because of the 
working nature of most of the males and females.

CONCLUSIONS
This paper explores the service quality of insurance 
from customer’s perspective. It is observed that there 
is no significance difference between customer’s 
age wise, qualifications wise but there is significant 
difference with respect to the gender. A 22-dimension 
model using ‘t’ test analysis is used for measuring 
the overall service quality of insurance. The 
result indicates that the dimensions, viz. ‘Gender’ 
‘Qualification’ are not controlling factor significantly 
towards the overall service quality. But ‘Age’ wise 
there is significant difference

This is an implication that the insurance provider 
should provide service’s same to all the consumers 
on this dimensions. It is observed that the opinion 
of especially male and female, is different. But 
different age group, and of different qualification does 
not differ from each other. So while designing any 
strategy then, male and female should be designed 
separately. But different age group, and of different 
qualification should be considered and perceived 
same and decisions should be made same for all.

The limitation of this study is that the result should 
not be generalized, as the service quality of insurance 
has been tested in some parts of the Indian states 
only. Furthermore, a small sample may not be the 
representative of the whole population and hence, 
in future, the research can be conduced by taking 
a large sample to facilitate a robust examination 
of the service quality of the insurance. The future 
study can also be conducted to identify the relative 
importance of each dimension. The extension of this 
study can also include the providers (insurance) 
perspective to have a better understanding of the 
problem domain. Validation of model and extension 
of the results to other industries and also to different 
cultures are some of the future directions in which 
the academics and the practitioners can work with 
to enrich the service quality literature in insurance.

SUGGESTIONS
It is found out from the study that, Since no 
significant differences were found in the service 
quality levels of respondents when analyzed age 
wise and education level wise, it is evident that 
separate promotional schemes may be designed 
generally for the gender wise set of customers of 
the insurance. This information will lead to reduction 
of expenses on account of separate promotional 
schemes based on different segments of qualification 
and age wise of the market.
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APPENDICES
Table-1: Qualification:

ANOVA

VAR00001

402.830 2 201.415 .876 .418

40687.614 177 229.874

41090.444 179

Between Groups

Within Groups

Total

Sum of

Squares df Mean Square F Sig.

Multiple Comparisons

Dependent Variable: VAR00001

Tukey HSD

4.6354 3.59086 .402 -3.8519 13.1227

3.0639 3.74707 .693 -5.7927 11.9205

-4.6354 3.59086 .402 -13.1227 3.8519

-1.5715 2.45708 .798 -7.3790 4.2361

-3.0639 3.74707 .693 -11.9205 5.7927

1.5715 2.45708 .798 -4.2361 7.3790

(J) VAR00002
PG

ABOVE PG

GRAD

ABOVE PG

GRAD

PG

(I) VAR00002
GRAD

PG

ABOVE PG

Mean

Difference

(I-J) Std. Error Sig. Lower Bound Upper Bound

95% Confidence Interval

Table-2: Gender wise

Independent Samples Test

4.703 .031 1.618 178 .108 3.9683 2.45327 -.87299 8.80950

1.838 137.047 .068 3.9683 2.15857 -.30016 8.23667

Equal variances

assumed

Equal variances

not assumed

VAR00001
F Sig.

Levene's Test for

Equality of Variances

t df Sig. (2-tailed)

Mean

Difference

Std. Error

Difference Lower Upper

95% Confidence

Interval of the

Difference

t-test for Equality of Means

Group Statistics

126 97.6349 16.29508 1.45168

54 93.6667 11.73931 1.59752

VAR00002
MALE

FEMALE

VAR00001
N Mean Std. Deviation

Std. Error

Mean

Table-3: Age Wise
ANOVA

VAR00001

1195.525 4 298.881 1.311 .268

39894.920 175 227.971

41090.444 179

Between Groups

Within Groups

Total

Sum of

Squares df Mean Square F Sig.
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Multiple Comparisons

Dependent Variable: VAR00001

Tukey HSD

3.7603 2.50350 .563 -3.1405 10.6610

3.4909 3.74020 .884 -6.8187 13.8005

-3.1591 5.57557 .980 -18.5277 12.2096

-13.1591 10.79704 .740 -42.9204 16.6022

-3.7603 2.50350 .563 -10.6610 3.1405

-.2694 3.88272 1.000 -10.9718 10.4331

-6.9194 5.67215 .740 -22.5542 8.7155

-16.9194 10.84723 .525 -46.8190 12.9803

-3.4909 3.74020 .884 -13.8005 6.8187

.2694 3.88272 1.000 -10.4331 10.9718

-6.6500 6.31624 .830 -24.0603 10.7603

-16.6500 11.19750 .572 -47.5151 14.2151

3.1591 5.57557 .980 -12.2096 18.5277

6.9194 5.67215 .740 -8.7155 22.5542

6.6500 6.31624 .830 -10.7603 24.0603

-10.0000 11.93658 .918 -42.9023 22.9023

13.1591 10.79704 .740 -16.6022 42.9204

16.9194 10.84723 .525 -12.9803 46.8190

16.6500 11.19750 .572 -14.2151 47.5151

10.0000 11.93658 .918 -22.9023 42.9023

(J) VAR00002
30-40

40-50

50-60

60 ABOVE

20-30

40-50

50-60

60 ABOVE

20-30

30-40

50-60

60 ABOVE

20-30

30-40

40-50

60 ABOVE

20-30

30-40

40-50

50-60

(I) VAR00002
20-30

30-40

40-50

50-60

60 ABOVE

Mean

Difference

(I-J) Std. Error Sig. Lower Bound Upper Bound

95% Confidence Interval

Table-4

One-Sample Kolmogorov-Smirnov Test

VAR00001

N 180

Normal Parametersa Mean 96.4444

Std. Deviation 15.15109

Most Extreme Differences Absolute .089

Positive .062

Negative -.089

Kolmogorov-Smirnov Z 1.189

Asymp. Sig. (2-tailed) .118

a. Test distribution is Normal.
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Analysis of  Line Extension Done By Various 
Competing Brands in Toothpaste Segment and 

Its Impact on Consumers’ Mind-Set
Mrs. ANUPAMA C DAVE* Dr. SARIKA SRIVASTAVA**

ABSTRACT
Abstract: 
In India the potential for growth of toothpaste segment is high especially in the urban markets as the consumption/
usage in India is stumpy as compared to the other countries. The usage of toothpaste in developed countries 
like USA and England is 375 gms per person annually while in Indian cities it is just about 190gm. Colgate 
Palmolive, Hindustan Lever Limited and Dabur India are among the leading toothpaste brands in Indian market 
holding nearly 85 % market share. 
The competition is very high and in order to brawl competition and to create differentiation, common tool adopted 
by many of these leading players is of introducing product line extensions i.e. adding new flavors, forms, colors, 
added ingredients, package sizes in the similar product category with same brand name. 
This study aims to analyze the impact of line extensions on consumers’ mindsets i.e. brand awareness, brand 
association, brand attitude, brand attachment and brand activity. 
Keywords: Line Extension, Toothpaste, Consumer’s Mindset 

ORAL CARE MARKET IN INDIA
In the Indian economy Fast Moving Consumer 
Goods (FMCG) segment is the 4

th 
largest sector. 

This sector is expected to grow between 12 to 
17 % up to 2020 and market size would touch 
between Rs. 4,000 to Rs. 6,200 billion as per the 
survey done by Booz & Company. The FMCG 

sector can be mainly alienated into four segments 
and oral care is classified under the personal care 
segment which is one of the main segments of 
FMCG sector. Indian oral care market is ruled by 
“big three” FMCG players i.e. Colgate-Palmolive, 
Hindustan Unilever Limited (HUL) and Dabur in 
the past decades both in terms of value & volume. 

Assistant Professor, Marwadi Education Foundation Group of Institutions, Rajkot Faculty of Management, Prof Anupama Chirag Dave 
Gayekwadi Street-1A, Manish, Near Sadhuvasvani Hospital, Rajkot -360001, Ph.: 9909647520
Assistant Professor, Gujarat Technological University, Ahmedabad (Gujarat) D-19, IFFCO Kalol Township P.O. Kasturinagar Distt. 
Gandhinagar (Gujarat) Pincode-382423 Ph.: 09724359232, 079-23285260

Figure 1: FMCG Segments

(Note: OTC is over the counter products, ethicals 
are a range of pharma products.) Source: HUL

Figure 2: Market share of companies in a few 
FMCG categories 

Source: http://www.ibef.org/download/FMCG50112.pdf
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Oral care market has three bifurcations namely: 
toothpaste covering around 60 % of market, 
toothpowder constituting 23 % and toothbrush 
covering around 17 %. In case of toothpaste: 60 % 
toothpaste is sold on family platform and around 35 
% of toothpaste is sold on cosmetic propositions. 
While in case of toothpowder: red toothpowder 
accounts for 40 % and black toothpowder accounts 
8 % of the market.

There is huge room for growth in the per capita 
consumption of toothpaste as the usage pattern 
of Indian consumers in comparison to developed 
countries is meager i.e. in developed countries 97 
% of the population uses at least one variety of 

toothpaste, 87 % of population are habituated of 
brushing twice a day and frequency of usage for 
toothpaste is 2 times while in India only around 
55 % of population use toothpaste, 15 % have 
the habit of brushing twice a day and usage for 
toothpaste in terms of frequency is only 1.5 times. 
Hair oils, toothpastes and shampoos have started 
penetrating significantly in both urban and rural 
markets now-a-days. In case of toothpaste in the 
Indian urban regions the penetration level is more 
as compared to the rural region, because still natural 
items such as salt, twigs of Neem tree and ash 
is predominantly preferred in rural areas as tooth 
cleaning agents.

Source: MOSL Source: AD Nielsen, (Toothpaste Volume Market)

Besides this purchasing power of the Indian 
consumers is showing a persistent raise as the per 
capita income of India has improved from Rs 18,885 
in 2002-03 to Rs 54,527 in FY’11 and awareness 
among the consumer is increasing rapidly. These 
factors can contribute towards the growth of oral 
care market of India. 

LITERATURE REVIEW:
Moreau et al. (2001) conducted a study -“Entrenched 
Knowledge Structures and Consumer Response to 
New Products” and it was found that consumer 
knowledge of the parent and extension categories 
come into play to influence extension. Kirmani et al. 
(1999) in a survey found the impact of ownership 
effect on success of brand line extension i.e. current 
owners generally had more favorable responses to 
product line extensions. Speed (1998) found that 
if the line extension was of a lower quality then 
cannibalisation could occur. The level of consumer 
motivation towards the purchase also moderates 

the effects of an extension on family name dilution 
(Gurlan-Cali and Maheswaran, 1998). Reddy K. 
Srinivas et. al (May, 1994) in a study “To Extend 
or Not to Extend: Success Determinants of Line 
Extensions” found that line extension are successful 
when the product is the first in entering into a product 
subcategory, more advertisement and promotional 
budgets are spent to spread the awareness, besides 
this firms size and marketing efforts also matters a 
lot in the success of a line extension. 

Reddy (1994) showed that line extensions of strong 
brands are more successful than weak brands and 
that the incremental sales of a line extension may 
help compensate for cannibalisation of the parent 
brand. According to University of Minnesota Consumer 
Behavior Seminar (1987), empirical evidence and 
research suggested that positive associations with 
a parent brand are transferred to its line extensions 
success. It was also found that in comparison to 
less dominant brands an extension of a much 
dominant brand can leverage positive association. 

Analysis of Line Extension Done By Various Competing Brands 
in Toothpaste Segment and Its Impact on Consumers’ Mind-Set
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RATIONAL FOR THE STUDY: 
The toothpaste market is fiercely competitive  
but gaps and platforms are always available.  
To fill in these gaps line extensions are done  
by the competing brands. The aim is to retain  
their current customer base as well as to attract  
new set of users. Per capita consumption of  
toothpaste is very less in India and for this  
reason there is immense scope of growth opportunity. 
Hence it becomes necessary for the marketer  
to recognize the need of the consumers and 
understand the impact of line extensions on 
consumers’ mind-set. 

RESEARCH METHODOLOGY: 
The research design used for the study was 
exploratory & descriptive in nature. Close ended 
questionnaire containing Likert scale & multiple choice 
questions was used as the research instrument to 
collect the primary data. For collection of secondary 
data official websites of the company, various journals, 
and magazines were used. Sampling area was 
Gandhinagar and researchers used non-probability 
convenience sampling technique to collect data 
from 100 respondents. The research period was of 
3 months from December 2012 to February 2013. 
SPSS and MS-Excel software were used to calculate 
frequency and percentage for analysis purpose. 
Chi-square test was used for hypothesis testing. 

OBJECTIVES OF THE STUDY:
To analyze the line extensions done by the leading 
toothpaste brands in India.

To find the impact of such line extensions on the 
consumers mindset. 

DATA ANALYSIS:
Analysis of Line Extension in Toothpaste Category:

Study of extensions done by various toothpaste 
brands is done by collecting data concerning PODs, 
USP, Target market and Positioning of various 
product lines. Where, Points-of Difference (PODs) 
are attributes or benefits that consumers strongly 
associate with a brand/product. PODs are generally 
used to show ‘product differentiation’ i.e. how the 
company’s product or line extension differs from 
that of its competitor’s product or line extension. 
Contrary to this the concept of Unique Selling 
Proposition (USP) is the one that explain that an 
advertisement should give costumer a compelling 
reason to buy a product that competitor could not 
match. And positioning is creating a distinct image 
of product/brand in the target customer’s minds.

(a) Colgate- Palmolive
“Hall of Fame” was presented to Colgate for being 
the only brand to be in the Top 3 consistently for 
the last 10 years. “Colgate” was voted as “The Most 
Trusted FMCG Brand” as per Brand Equity Annual 
survey 2010. In the toothpaste market Colgate 
Dental Cream is the largest distributed product as 
on May 2011. Among the line extensions in the 
toothpaste category seal of acceptance is granted 
by Indian Dental Association (IDA) to Colgate Total 
and Colgate Sensitive Toothpaste.

Table 1: Line Extensions-Colgate

Extension POD/USP Target Market/Positioning

Colgate Dental Cream − Has a Mint taste
− All-around tooth decay prevention

" suraksha chakra "

Colgate Total 12 March 07, 
2005)

− 12 hour protection from germs
− Clean Teeth, Mouth: Tooth Protection 

from Plaque, Gingivitis, Bad Breath

To increase consumer awareness 
it leveraged "12" as an umbrella 
positioning

Colgate Sensitive Toothpaste − Fights pain by desensitizing nerves
− Complete Action for sensitive teeth

Targeted segment- Customers having 
sensitive teeth

Colgate Sensitive Pro-
Relief (June 8, 2011)

− Pain Reliever
− Toothpaste for Sensitive Teeth, Tooth 

Pain Relief

Provides instant and effective long 
lasting relief from Sensitivity (Clinically 
proven 1st and only toothpaste)

Colgate
MaxFresh gel:
(January 30, 2006)

− Cooling crystals that dissolve in 
the mouth

− Fresh Breath with cooling crystals
(Ads containing bollywood stars and 
cricketers to attract target segment)

Targeted segment
-Achievement-oriented yout
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Colgate Fresh
Energy Gel

− Contains Icicool gel for cool fresh 
breath

− Toothpaste that prevents bad breath 
and provides minerals for strong teeth

Youngsters

Colgate Herbal
(September 2000)

− Natural herbs for strong teeth
− Advertisement containing animated 

cartoon character called gillu

Targeted at semi-urban and rural towns

Colgate Cibaca
Family

− Refreshing minty flavour
− Stronger Teeth, Fresh Breath for 

your family

Targeted the entire family

Colgate Active
Salt:
(August 17, 2005)

− Minty taste, has power of active salts
− Fights Gum for healthy gums & teeth

The first and only toothpaste in
India that have salt

Colgate Max
Fresh: (2006)

− Crystal Mint
− For whitening teeth & cavity protection

Freshness

Source: http://www.colgate.co.in/app/Colgate/IN/OralCare/ToothPastes.cvsp

(b) Hindustan Unilever Limited:
HUL was ranked as being 17th out of top 100 most 
trusted brands in India as per “Brand Equity Survey, 
2011”. Forbes in its latest issue published the list 
of ‘The World’s Most Innovative Companies’ and 
Hindustan Unilever Limited (HUL) was ranked at the 
sixth position. HUL has coverage in around 1.5 m 
outlets in India, 2700+ distributors. HUL offers two 
brands of toothpaste: CloseUp and Pepsodent under 
both brands line extensions have been introduced 
by the company.

CloseUp brand has always been positioned as begin 
toothpaste that is synonymous with ‘Freshness’ 
which helps in getting social approval and gives 
confidence to be close to someone. CloseUp targets 

every person who is young at heart and hence 
the brand has always supported itself with youthful 
communication containing elements of fun, music, 
song and dance. CloseUp was the first offering 
of HUL in oral care segment and the first gel 
toothpaste in India which was launched during 80’s. 
CloseUp has remained the leader in gel-segment 
for almost 3 decades. Pepsodent is a 15 years 
old brand which was launched in 1993 in India. 
Pepsodent has always positioned itself as being 
an oral care expert which helps in protecting teeth 
against cavities, gives fresh breath, strong teeth, 
and healthy gums. It offered solution to day-to-day 
problems like bleeding gums and sensitive teeth. 
Pepsodent brand is being endorsed by the largest 
dental association FDI.

Table 2: Line Extensions -CloseUp and Pepsodent (c) Dabur: 

Extension POD/USP Target Market/Positioning 

Closeup Red Gel toothpaste spicy red flavour Toothpaste offering the benefit of fresh 
breath 

Closeup Lemon Mint (2002) Combination of cool citrus and mint Long lasting freshness 

Closeup Menthol Cool menthol flavour Long lasting freshness 

Closeup Milk Calcium (2006) Contains milk calcium Nutrient for strong teeth, and fresh breath 

Pepsodent Germicheck+ 
(early 1990’s) 

In 2 minutes it removes germs up to 
95% Checking/controlling the deleterious 
effects of germs on oral health. 

Phrase “Germicheck” was coined to 
indicates toothpaste that checks germs 

Pepsodent Whitening (2004) Contains Perlite (A clinically proven 
polishing agent that whitens teeth). 

Healthy White Teeth for your family 
It has a sporting a fresh mint flavor 

Pepsodent 2in1 It was a mixture of gel & paste i.e. Targeted at the health-conscious 

benefits of 2 in one paste housewives 
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Pepsodent Center Fresh Toothpaste that fights germs and also 
contains mouthwash. 

“Protection Outside Freshness Inside” 

Pepsodent Gum Care Stops bleeding gums -“Keetanuon se 
laden, khoon rokne mein madad karen” 

Pepsodent Gum Care with gum guard 

Pepsodent Sensitive Relieves pain from sensitive nerves 
inside teeth & gum 

Target: customers having tooth/gum 
problems 

Other variants of Closeup are Close Up Crystal Frost Winter Blast (crystal frost granules that give icy cool 
freshness, having winter blast flavour), Close Up Crystal Frost Cool Spice ( crystal frost granules that give icy 
cool freshness, contains spicy cool flavour), Close Up Icylicious (mild mint flavour),Close Up Spa Moisture (spa 
Cooling gel and beads that prevent dry mouth) 

Source: http://www.unilever.com.bd/brands/ http://www.unilever.com.ph/brands/personalcarebrands/closeup.aspx 

(c) Dabour:
Dabur has been voted as Indian PowerBrand 2011-
2012 by consumers. Dabur India Ltd was ranked 
201 in the Fortune India 500 list (it ranks India’s 

largest corporations). As on November 2011 Dabur 
has a wide distribution network covering 2.8 million 
retailers across the country. Dabur’s toothpaste 
segment includes names like Dabur Red: Toothpaste, 
Babool, Meswak and Promise Toothpaste. 

Table 3: Line Extensions -Dabur Table 4: Line Extensions -Price Comparison

Extension POD/USP Target Market/ Positioning 

Dabur Red: Toothpaste Contains 13 active ayurvedic ingredients Keep Dental problems away “Problems 
Chal Hat.” 

Babool Toothpaste containing medicinal benefits 
of ‘Acacia Arabia’ i.e. Babul tree. 

Targeted at economy segment. Has 
variants like Mint Fresh Gel, Neem 

Meswak Having benefits of herbs Premium therapeutic toothpaste 

Promise Toothpaste Clove oil Anti-cavity toothpaste 

Source: http://www.dabur.com/Products-Health%20Care

Table-4: Line Extensions—Price Comparison

Brand Line Extensions Features Weight Price(Rs) 

Colgate Colgate Sensitive Pro-Relief 
Colgate MaxFresh gel 
Colgate Fresh Energy Gel 
Colgate Herbal 
Colgate Cibaca Family 
Colgate Active Salt 
Colgate Max Fresh 

Paste 
Gel 
Gel 
Paste 
Paste 
Whitening Paste 

80g 40g 
150gm 
150gm 
100gm 
400 gm 
100gm 
150gm 

Rs. 120 Rs. 70. 
Rs. 60 
Rs. 65 
Rs. 40 
Rs. 60 
Rs. 42 
Rs. 64 

HUL – Pepsodent Pepsodent Germicheck+ 
Pepsodent Whitening 
Pepsodent 2in1 
Pepsodent Center Fresh 
Pepsodent Gum Care 

Paste 
Paste 
Paste+ Gel 
Gel 
Paste 

75 gm 
80gm 
150gm 
150gm 
150gm 

Rs. 41 
Rs.34 
Rs. 59 
Rs. 62 
Rs. 72 

HUL – CloseUp Closeup Red Hot 
Closeup Lemon Mint 
Closeup Milk Calcium 

Gel 
Gel 
Paste 

80 gm 
150gm 
80 gm 

Rs. 33 
Rs. 57 
Rs. 32 

Dabur Dabur Red: Toothpaste 
Babool 
Meswak 

Paste 
Paste, Mint Fresh Gel 
Paste 

200 gm 
190 gm 
200 gm 

Rs. 56 
Rs. 29 
Rs. 62 

Source: http://www.indiashoppers.in/ProductsSearchResults.php as on 9th February 2012 http://www.ezee-shop.com/bathroom/
toothpaste-toothpowder https://www.bacchat.com/BacchatLive/FMCG/CategoryProducts.aspx?Sub_catid=68 



99

Data Analysis: Impact of Line Exten-
sions on the Consumers’ Mindset 
A) Demographic Profile of Respondents: To know 
the demographic information of respondent’s data 

on age, gender, monthly income of respondents 
and qualification were collected. The results are 
as under: 

Table 5: Demographic Profile of Respondents 

Particulars No. of Respondents Respondents in % 

Age 15-30 
30-45 
45-60 
> 60 

24 
21 
34 
21 

24.00 
21.00 
34.00 
21.00 

100.00 

Gender Male 
Female 

32 
68 

32.00 
68.00 

100.00 

Monthly Income < 15000 
15000-30000 
30000-45000 
> 45000 

10 
23 
35 
32 

10.00 
23.00 
35.00 
32.00 

100.00 

Qualification Professional Degree 
PG 
Graduate 
HSC 

20 
52 
20 
8 

20.00 
52.00 
20.00 
8.00 

100.00 

B) Brand of toothpaste purchased:

Around 52 % of the total respondents surveyed 
were purchasing toothpaste of Colgate brand, 28 

% were preferring toothpaste of CloseUp followed 
by 20 % using the Pepsodent brand. Amongst 100 
respondents none of the respondents were using 
toothpaste of Dabur.

Chart-3: Brand of toothpaste purchased

C) Preference of line extension in various brands 
purchased:

The following line extensions are purchased by the 

respondents under the Colgate, Pepsodent and 
CloseUp brand. 
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Chart 4: Line Extension Purchased by Respondents 

Colgate Brand Pepsodent Brand CloseUp Brand 

 

D) Reasons for purchasing particular brand of 
toothpaste: (multiple-choice question)

Among 100 respondents surveyed it was found 
that around 90 % of them purchased toothpaste 

considering the quality/flavor and color, 65 % of 
respondents purchased toothpaste considering the 
liking of their family members followed by brand 
name, price and 5 % customers considered other 
factors such as availability of toothpaste in store.

Chart 5: Reasons for purchasing particular brand of toothpaste

HYPOTHESES TESTING: Hypothesis: 1
HO: There is no significant relationship between age 
and recall capacity of toothpaste brand having more 
line extensions H1: There is a significant relationship 
between age and recall capacity of toothpaste brand 
having more line extensions 

Table 6: Chi-Square Tests 

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 5.444 9 0.794

Interpretation:
H1 will be rejected which suggests that there is 
no relationship between age and recall capacity 
of toothpaste brands having more line extensions. 

Hypothesis: 2
HO: There is no significant difference between 
gender and the perception about uniqueness in 

line extensions H1: There is a significant difference 
between gender and the perception about uniqueness 
in line extensions

Table 7 : Chi-Square Tests 

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 21.734 3 0.000 

Interpretation:
As per the test H1 will be accepted which suggests 
that there may be some relationship between 
gender and the perception about uniqueness in 
line extensions.

Hypothesis: 3
HO: There is no significant association between 
gender and perception that new extension has 
improved in terms of quality and features H1: 
There is a significant association between gender 
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and perception that new extension has improved 
in terms of quality and features 

Table 8: Chi-Square Tests

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 19.118 3 0.000

Interpretation:
The test proves that there may be some association 
between gender and perception that new extension 
has improved in terms of quality and features and 
hence we will accept H1.

Hypothesis: 4
HO: There is no significant relationship between 
income and brand loyalty H1: There is a significant 
relationship between income and brand loyalty

Table 9: Chi-Square Tests

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 6.546 9 0.684

Interpretation:
H1 will be rejected which suggests that there is 
no relationship between income and brand loyalty. 

Hypothesis: 5
HO: There is no significant association between 
qualification and switching behaviour H1: There is 

a significant association between qualification and 
switching behaviour

Table 10: Chi-Square Tests

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 49.303 12 0.000

Interpretation:
The test proves that there may be some association 
between qualification and switching behaviour and 
hence we will accept H1.

CONCLUSION:
The market leaders of Indian toothpaste market 
have done many line extensions with basic aim 
of retaining the customers and to generate a new 
set of users for themselves. The price difference 
among these players is also minimal but the tactics 
used by each player was always different and 
unique so that that they could catch attention of 
their audience. The following results were obtained 
from the primary data analysis–there may be 
some association between gender and consumer’s 
perception about uniqueness and improvement 
done in new line extension in terms of quality and 
features. Consumers’ qualification impacts his brand 
switching behaviour. Neither there is relationship 
between consumers’ income and loyalty towards a 
particular brand of toothpaste nor there exist any 
relation between age and recall capacity of toothpaste 
brands having more line extensions. 
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